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ABSTRACT

In the present paper, we study a Newton-like method for solving the variational inclusion defined by the sums of a Fréchet differentiable function, divided difference admissible function and a set-valued mapping with closed graph. Under some suitable assumptions on the Fréchet derivative of the differentiable function and divided difference admissible function, we establish the existence of any sequence generated by the Newton-like method and prove that the sequence generated by this method converges linearly and superlinearly to a solution of the variational inclusion. Specifically, when the Fréchet derivative of the differentiable function is continuous, Lipschitz continuous, divided difference admissible function admits first order divided difference and the set-valued mapping is pseudo-Lipschitz continuous, we show the linear and superlinear convergence of the method.
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1 Introduction

Let $X$ and $Y$ be real or complex Banach spaces. In this study, we are concerned with the problem of finding a solution $x^* \in \Omega$ satisfying the variational inclusion of the form

$$0 \in f(x) + g(x) + F(x),$$

where $f : \Omega \subseteq X \to Y$ is a single-valued function which is Fréchet differentiable in a neighborhood $\Omega$ of a solution $x^*$ of (1.1), $g : \Omega \subseteq X \to Y$ is differentiable at $x^*$ but may not differentiable in $\Omega$ and $F : X \rightrightarrows Y$ is a set-valued mapping with closed graph.

Let us remark that the variational inclusion type (1.1), were introduced by Robinson \cite{25, 26}, is an abstract model for various problems and it has been explored as a general tool for describing, analyzing, and solving different problems in a unified manner. These type of inclusion problems have been studied extensively; see for
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examples [6,8–10,12–15,18]. There have many applications of variational inclusion (1.1) in systems of inequalities, variational inequalities, linear and nonlinear complementarity problems, systems of nonlinear equations, equilibrium problems, etc.; see for example [8].

When \( F = 0 \), (1.1) is reduced to the classical problem of solving systems of nonlinear equations: \( 0 \in f(x) + g(x) \). Catinas [2] proposed the following method for solving \( 0 \in f(x) + g(x) \) by using the combination of Newton’s method with the secants method when \( f \) is differentiable and \( g \) is a continuous function admitting first and second order divided differences:

\[
0 \in f(x_k) + g(x_k) + (Df(x_k) + [x_{k-1}, x_k; g])(x_{k+1} - x_k), \quad k = 1, 2, \ldots,
\]

where \( Df(x) \) denotes the Fréchet derivative of \( f \) at \( x \) and \([x, y; g]\) is the first order divided difference of \( g \) on the points \( x \) and \( y \).

For solving (1.1), Jean-Alexis and Pietrus [11] presented the following method:

\[
0 \in f(x_k) + g(x_k) + (Df(x_k) + [2x_{k+1} - x_k, x_k; g])(x_{k+1} - x_k) + F(x_{k+1}).
\]

They proved that this sequence generated by (1.2) converges superlinearly by considering that \( Df \) and the first order divided difference of \( g \) are \( p \)-Hölder continuous around \( x^* \) and that \( (f + g + F)^{-1} \) is pseudo-Lipschitz around \( (0, x^*) \) with \( F \) having closed graph. In recent time, Rashid et al. [24] have been presented the improvement of the result corresponding one in Jean-Alexis and Pietrus [11] and show that if \( Df \) and the first order divided difference of \( g \) are \( p \)-Hölder continuous at a solution \( x^* \), then the method (1.2) converges superlinearly. A vast number of iterative procedures have been introduced and studied for solving (1.1); see for details in [19–23].

When \( g = 0 \), the inclusion (1.1) reduce to a variational inclusion of the form

\[
0 \in f(x) + F(x).
\]

Various iterative methods have been studied for solving (1.3). Dontchev [3] established a quadratically convergent Newton-type method under a pseudo-Lipschitz property for set-valued mapping when \( Df \) is Lipschitz on a neighborhood of a solution \( x^* \) of (1.3) and subsequently he [5] proved the stability of this method. When \( Df \) is Hölder on a neighborhood of \( x^* \), Pietrus [17] obtained superlinear convergence by following Dontchev’s method and later he [16] proved the stability of this method in this mild differentiability context. In the case \( g = 0 \), Geoffroy et al. [9] considered a second degree Taylor polynomial expansion of \( f \) under suitable first and second order differentiability assumptions and showed that the existence of a sequence cubically converging to the solution of (1.1). But we cannot apply the above methods, because the lack of regularity of \( g \). To carry out our objective, we propose a combination of Newton’s method with the secant’s one. When the single-valued functions involved in (1.1) is differentiable, Newton-type method can be considered to solve this variational inclusion, such an approach has been used in many contributions to this subject; see for example [1,3,4,7]. To solve the problem (1.1), Geoffroy and Pietrus [11] associated in the following iterative method

\[
0 \in f(x_k) + g(x_k) + (Df(x_k) + [x_{k-1}, x_k; g])(x_{k+1} - x_k) + F(x_{k+1})
\]

and studied this method by using the assumptions that \( Df \) and the second order divided difference of \( g \) are Lipschitz continuous around a solution \( x^* \). They proved that the sequence generated by (1.4) converges superlinearly.

The aim of this study is to extend the result given in [11] by using the concept of the first-order divided difference of \( g \) and \( Df \) is continuous and Lipschitz continuous and then we prove the existence of a sequence generated by the method (1.4) and show the linear and superlinear convergence of the method for solving the variational inclusion (1.1).

This work is organized as follows: In Section 2, we recall few preliminary results that will be used in the next sections. In Section 3, we make some fundamental assumptions on \( Df \) and \( g \) and prove the existence of a sequence \( \{x_k\} \) satisfying (1.4). Moreover, we show that the sequence \( \{x_k\} \) generated by the method (1.4) converges linearly and superlinearly to the solution \( x^* \) of (1.1). In Section 4, we will give conclusion of the major results obtained in this study.

2 Notations and Preliminary Results

Let \( X \) and \( Y \) be real or complex Banach spaces. Suppose that \( f : X \to Y \) is a Fréchet differentiable function and \( F : X \rightrightarrows Y \) is a set-valued mapping with closed graph. The Graph of \( F \) is defined by the set
\( \text{gph} F := \{(x, y) \in X \times Y : y \in F(x)\} \) and the inverse of \( F \) is defined by \( F^{-1}(y) := \{x \in X : y \in F(x)\} \). All the norms are denoted by \( \| \cdot \| \). The closed ball centered at \( x \) with radius \( r > 0 \) is denoted by \( B_r(x) \) and \( \mathcal{L}(X, Y) \) stands for the set of all bounded linear operators from \( X \) to \( Y \). Let \( A, B \subseteq X \). The distance from a point \( x \) to a set \( A \) is defined by \( \text{dist}(x, A) := \inf\{\|x - a\| : a \in A\} \) for each \( x \in X \) while the excess \( \epsilon \) from the set \( A \) to a set \( B \) is defined by \( e(B, A) := \sup\{\text{dist}(x, A) : x \in B\} \).

The following definitions of linearity and quadratic linearity are taken from the book [11].

**Definition 1.** A map \( f : \Omega \subseteq X \to Y \) is said to be continuous at \( \bar{x} \in \Omega \) if for every \( \epsilon > 0 \), there exist a \( \delta > 0 \) such that
\[
\|f(x) - f(\bar{x})\| < \epsilon, \text{ for all } x \in \Omega, \text{ for which } \|x - \bar{x}\| < \delta.
\]

**Definition 2.** A map \( f : \Omega \subseteq X \to Y \) is said to be Lipschitz continuous if there exists constant \( 0 < c < 1 \) such that
\[
\|f(x) - f(y)\| \leq c\|x - y\|, \text{ for all } x \text{ and } y \text{ in the domain of } f.
\]

The following definitions of Lipschitz continuity and quadratic convergence are taken from the book [2].

**Definition 3.** Let \( \{x_n\} \) be a sequence which converges to the number \( \bar{x} \). Then the sequence \( \{x_n\} \) is said to converge linearly to \( \bar{x} \), if there exists a number \( 0 < c < 1 \) such that
\[
\|x_{n+1} - \bar{x}\| \leq c\|x_n - \bar{x}\|.
\]

**Definition 4.** Let \( \{x_n\} \) be a sequence which converges to the number \( \bar{x} \). Then the sequence \( \{x_n\} \) is said to converge quadratically to \( \bar{x} \), if there exists a number \( 0 < c < 1 \) such that
\[
\|x_{n+1} - \bar{x}\| \leq c\|x_n - \bar{x}\|^2.
\]

The following definition is taken from Donchev and Hager [7].

**Definition 5.** Let \( F : X \rightrightarrows Y \) be a set-valued mapping. Then \( F \) is said to be pseudo-Lipschitz around \( (x_0, y_0) \in \text{gph} F \) with constant \( M > 0 \) if there exist \( \alpha > 0 \) and \( \beta > 0 \) such that the following inequality holds:
\[
e(F(x_1) \cap B_\beta(y_0), F(x_2)) \leq M\|x_1 - x_2\| \quad \text{for any } x_1, x_2 \in B_\alpha(x_0).
\]

When \( F \) is single-valued, this corresponds to the usual concept of Lipschitz continuity. The definition of Lipschitz continuity is equivalent to the definition of Aubin continuity, which is given below:

A set-valued map \( \Gamma : Y \rightrightarrows X \) is Aubin continuous at \( (y_0, x_0) \in \text{gph} \Gamma \) with positive constants \( \alpha, \beta \) and \( M \) if for every \( y_1, y_2 \in B_\beta(y_0) \) and for every \( x_1 \in \Gamma(y_1) \cap B_\alpha(x_0) \), there exists an \( x_2 \in \Gamma(y_2) \) such that
\[
\|x_1 - x_2\| \leq M\|y_1 - y_2\|.
\]

The constant \( M \) is called the modulus of Aubin continuity.

The first order divided difference is collected from [24]:

**Definition 6.** An operator, belonging to the space \( \mathcal{L}(X, Y) \) denoted by \( [x_0, y_0 : g] \), is called the first order divided difference of the operator \( g : X \to Y \) on the points \( x_0, y_0 \in X \) if both of the following properties hold:

(a) \([x_0, y_0 : g](y_0 - x_0) = g(y_0) - g(x_0) \quad \text{for } x_0 \neq y_0;\]

(b) If \( g \) is Fréchet differentiable at \( x_0 \in X \) then \([x_0, x_0 : g] = g'(x_0).\]

The following Lemma is known as Banach fixed-point theorem, which has been proved by Donchev and Hager in [7]. This fixed-point lemma is the vital mechanism to prove the existence of any sequence generated by (1.4).

**Lemma 1.** Let \( \Phi : X \rightrightarrows X \) be a set-valued mapping and let \( \eta_0 \in X, r > 0 \) and \( 0 < \lambda < 1 \) be such that

(a) \( \text{dist}(\eta_0, \Phi(\eta_0)) < r(1 - \lambda) \) and

(b) \( e(\Phi(x_1) \cap B_r(\eta_0), \Phi(x_2)) \leq \lambda\|x_1 - x_2\| \quad \text{for any } x_1, x_2 \in B_r(\eta_0).\]

Then \( \Phi \) has a fixed point in \( B_r(\eta_0) \), that is, there exists \( x \in B_r(\eta_0) \) such that \( x \in \Phi(x) \). If \( \Phi \) is single-valued, then \( x \) is the unique fixed point of \( \Phi \) in \( B_r(\eta_0) \).
3 Convergence Analysis

This section is devoted to study the existence and the convergence of any sequence generated by the method (1.4) for the variational inclusion (1.1). Let $f : X \to Y$ be a single valued continuous function, $g : X \to Y$ admits first order divided difference and $F : X \rightrightarrows Y$ be a set-valued mapping. Let $x^*$ be a solution of (1.1). Let $x \in X$ and define a set valued mapping $Q_{x^*} : X \rightrightarrows Y$ by

$$Q_{x^*}(\cdot) := f(x^*) + g(\cdot) + Df(x^*)(\cdot - x^*) + F(\cdot).$$

Consider the following assumptions:

(A0) $F$ has closed graph;

(A1) $f$ is Fréchet differentiable in a neighborhood of $x^*$;

(A2) $g$ is differentiable at $x^*$;

(A3) The set valued map $Q_{x^*}^{-1}$ is $M$-pseudo-Lipschitz around $(0,x^*)$.

Define a single valued function $Z_k : X \to Y$, for $k \in \mathbb{N}$ and $x_k \in X$, by

$$Z_k(x) := f(x^*) + g(x) + Df(x^*)(x - x^*) - f(x_k) - g(x_k) - (Df(x_k) + [x_{k-1}, x_k, g])(x - x_k),$$

Also, define a set valued mapping $\Phi_k : X \rightrightarrows Y$ by

$$\Phi_k(x) = Q_{x^*}^{-1}[Z_k(x)].$$

3.1 Linear Convergence

This subsection is devoted to study linear convergence result of the Newton-like method (1.4). To do this we will take the following assumptions:

(A4) $Df$ is continuous in a neighbourhood of $x^*$ with constant $\epsilon > 0$ i.e. for every $\epsilon > 0$, there exists $\delta > 0$ such that

$$\|Df(x) - Df(y)\| < \epsilon, \text{ whenever } \|x - y\| \leq \delta;$$

(A5) $g$ admits first order divided difference i.e. there exists $\kappa > 0$ such that, for all $x, y, x', y' \in \Omega$,

$$\|[x, y; g] - [x', y'; g]\| \leq \kappa(\|x - x'\| + \|y - y'\|) \quad \text{with } x' \neq x, y' \neq y.$$

Let $M, \epsilon$ and $\kappa$ be defined in (A3), (A4) and (A5) respectively satisfying the relation $14M(\epsilon + 4\kappa) < 3$.

Set $C := \frac{7M(\epsilon + 4\kappa)}{3}$. (3.4)

This together with above inequality implies that $C < \frac{1}{2}$.

**Lemma 2.** Let $x^*$ be a solution of (1.1). Suppose that assumptions (A0)-(A5) are hold. Let $C$ be defined by (3.4). Then for every such $C$, there exists $\delta > 0$ such that for every distinct starting points $x_0, x_1 \in B_\delta(x^*)$, there exists a sequence $\{x_2\}$, defined by

$$0 \in f(x_1) + g(x_1) + (Df(x_1) + [x_0, x_1, g])(x_2 - x_1) + F(x_2),$$

and the map $\Phi_1$ has a fixed point $x_2$ in $B_\delta(x^*)$, which satisfies

$$\|x_2 - x^*\| \leq C\|x_1 - x^*\|.$$ (3.6)
Proof. The assumption (A3) implies that the mapping $Q_{x}^{-1}$ is $M$-pseudo-Lipschitz around $(0, x^*)$. Hence there exists $r_{x^*} > 0$ and $r_{0} > 0$ such that

$$e(Q_{x}^{-1}(y_1) \cap B_{r_{x^*}}(x^*), Q_{x}^{-1}(y_2)) \leq M \|y_1 - y_2\| \text{ for any } y_1, y_2 \in B_{r_{0}}(0).$$

Let $\delta > 0$ be such that

$$\delta \leq \max \left\{ \frac{r_{x^*}}{3K + 8\kappa}, \frac{4 - 7M\epsilon}{28M\kappa}, 1 \right\}.$$  \hfill (3.8)

Fix $x_0, x_1 \in B_{\delta}(x^*)$ such that $x_0 \neq x_1 \neq x^*$, and define

$$r_{x_2} = C\|x_1 - x^*\|.$$  \hfill (3.9)

Since $C < \frac{1}{2}$ from (3.4) and for $x_0, x_1 \in B_{\delta}(x^*)$, we have

$$r_{x_2} = C \|x_1 - x^*\| \leq C \cdot \delta \leq \frac{\delta}{2}.$$  \hfill (3.10)

This shows that $r_{x_2} \leq \delta \leq r_{x^*}$.

We will apply Lemma 1 to the map $\Phi_1$ with $\eta_0 := x^*$ and $r := r_{x_2}$ and $\lambda := \frac{4}{7}$ to conclude that there exists a fixed point $x_2 \in B_{r_{x_2}}(x^*)$ such that $x_2 \in \Phi_1(x_2)$, that is, $Z_1(x_2) \in Q_{x^*}^{-1}(x_2)$, which implies that

$$0 \in f(x_1) + g(x_1) + (Df(x_1) + [x_0, x_1; g])(x_2 - x_1) + F(x_2),$$

i.e. (3.5) holds. Furthermore, $x_2 \in B_{r_{x_2}}(x^*) \subseteq B_{\delta}(x^*)$ and so

$$\|x_2 - x^*\| \leq r_{x_2} = C \|x_1 - x^*\|,$$

i.e. (3.6) holds. Thus, to complete the proof, it is sufficient to show that Lemma 1 is applicable for the map $\Phi_1$ with $\eta_0 := x^*$ and $r := r_{x_2}$ and $\lambda := \frac{4}{7}$. To do this, it remains to prove that both assertions (a) and (b) of Lemma 1 hold. It is obvious that $x^* \in Q_{x^*}^{-1}(0) \cap B_{r_{x_2}}(x^*)$. According to the definition of the excess $e$, we have

$$\text{dist}(x^*, \Phi_1(x^*)) \leq e\left(Q_{x^*}^{-1}(0) \cap B_{r_{x_2}}(x^*), \Phi_1(x^*)\right).$$

Moreover, for all $x_0, x_1 \in B_{r_{x_2}}(x^*)$ such that $x_0, x_1$ and $x^*$ are distinct, we have from (3.2) that

$$\|Z_1(x^*)\| = \|f(x^*) + g(x^*) - f(x_1) - g(x_1) - (Df(x_1) + [x_0, x_1; g])(x^* - x_1)\|
\leq \|f(x^*) - f(x_1) - Df(x_1)(x^* - x_1)\| + \|g(x^*) - g(x_1) - [x_0, x_1; g](x^* - x_1)\|
\leq \|f(x^*) - f(x_1) - Df(x_1)(x^* - x_1)\| + \|x_1, x^*; g\| + \|x_1, x^*; g\| + \|x_0, x_1; g\| + \|x_1, x^*; g\| + \|x_0, x_1; g\| + \|x_1, x^*; g\| + \|x_0, x_1; g\|$$

Since $f(x^*) - f(x_1) - Df(x_1)(x^* - x_1) = \int_0^1 [Df(x_1 + t(x^* - x_1)) - Df(x_1)](x^* - x_1)dt$, we have that

$$\|Z_1(x^*)\| \leq \int_0^1 \|Df(x_1 + t(x^* - x_1)) - Df(x_1)(x^* - x_1)\| dt + \|x_1, x^*; g\| + \|x_0, x_1; g\|$$

By using assumptions (A4) & (A5)

$$= e\|x^* - x_1\| + \|x_0, x_1; g\| + \|x_0, x_1; g\| + \|x_0, x_1; g\| + \|x_0, x_1; g\| + \|x_0, x_1; g\|$$

By (3.11)
This together with (3.7) and (3.10) (with $y_1 = 0$ and $y_2 = Z_1(x^*)$) implies that
\[
\text{dist}(x^*, \Phi_1(x^*)) \leq M\|y_1 - y_2\| \leq M\|Z_1(x^*)\|
\]
\[
\leq M\left(\|x^* - x_1\| + \kappa\left(\|x_1 - x_0\| + \|x^* - x_0\|\right)\|x^* - x_1\|\right), \quad \text{by using (3.11)}
\]
\[
\leq M\left(\epsilon + 2\kappa\|x_1 - x_0\|\right)\|x_1 - x^*\|
\]
\[
\leq M\left(\epsilon + 4\kappa\|x_1 - x^*\|\right)
\]
\[
\leq M\left(\epsilon + 4\kappa\|x_1 - x^*\| \right), \quad \text{Since } \delta \leq 1 \quad \text{(by using 3.8)}
\]
\[
\leq \left(1 - \frac{4}{7}\right)r_{x_2} = r(1 - \lambda).
\]

Hence assertion (a) of Lemma 1 is satisfied.

Now, we show that assertion (b) of Lemma 1 is also satisfied. Let $x \in B_\delta(x^*)$. Then
\[
\|Z_1(x)\| = \|f(x^*) + g(x) - Df(x^*)(x^* - x) - f(x_1) - g(x_1) - (Df(x_1) + [x_0, x_1; g])(x - x_1)\|
\]
\[
= \|f(x^*) - f(x) + f(x) - f(x_1) - Df(x^*)(x^* - x) + g(x) - g(x_1)
\]
\[
- (Df(x_1)(x - x_1) - [x_0, x_1; g])(x - x_1)\|
\]
\[
\leq \|f(x^*) - f(x) - Df(x^*)(x^* - x)\| + \|f(x) - f(x_1) - Df(x_1)(x - x_1)\|
\]
\[
+ \|g(x) - g(x_1) - [x_0, x_1; g](x - x_1)\|
\]
\[
\leq \epsilon\|x - x^*\| + \epsilon\|x - x_1\| + \|x_1; g(x - x_1) - [x_0, x_1; g](x - x_1)\|
\]
\[
+ \epsilon\|x - x^*\| + \|x - x_1\| + \|x^* - x_1; g\|\|x - x_1\|\|x - x_1\|
\]
\[
\leq \epsilon\|x - x^*\| + \epsilon\|x - x_1\| + \kappa\|x_1 - x_0\|\|x - x_1\|\|x - x_1\|
\]
\[
\leq \epsilon\|x - x^*\| + \epsilon\|x - x_1\| + 3\epsilon\|x - x_1\| + 8\kappa\delta^2
\]
\[
\leq 3\epsilon\|x - x^*\| + 8\kappa\delta, \quad \text{since } \delta \leq 1
\]
\[
= (3\epsilon + 8\kappa\delta) < r_0 \quad \text{(by 3.8)}
\]

Hence we deduce that for all $x \in B_\delta(x^*), Z_1(x) \in B_{r_0}(0)$. Let $x', x'' \in B_\delta(x^*)$. This together with (3.7) (with $y_1 = Z_1(x')$, and $y_2 = Z_1(x'')$) implies that
\[
e\left(\Phi_1(x') \cap B_{r_{x_2}}(x^*), \Phi_1(x'')\right) \leq e\left(Q_{x^*}(Z_1(x')) \cap B_{\delta}(x^*), Q_{x^*}(Z_1(x''))\right)
\]
\[
\leq M\|Z_1(x') - Z_1(x'')\|
\]
\[
\leq M\left\|\left(Df(x^*) - Df(x_1)\right)(x' - x_1) + M\|g(x^*) - g(x_1)\|\|x' - x_1\|\right\|
\]
\[
\leq M\epsilon\|x' - x''\| + M\|x_1; g(x' - x_1) - [x_0, x_1; g](x' - x_1)\|
\]
\[
\leq M\epsilon\|x' - x''\| + M\|\left\{\|x'' - x_1\| + \|x' - x_1\|\right\}\|x' - x''\|
\]
\[
\leq M\epsilon\|x' - x''\| + M\|x_1; g\|\|x' - x_1\|\|x' - x_1\|
\]
\[
\leq M\epsilon\|x' - x''\| + M(2\delta + 2\delta)\|x' - x''\|
\]
\[
\leq M(\epsilon + 4\kappa\delta)\|x' - x''\|.
\]

Due to the relation $28M\kappa\delta \leq 4 - 7M\epsilon$ in (3.8), we obtain from (3.12) that
\[
e\left(\Phi_1(x') \cap B_{r_{x_2}}(x^*), \Phi_1(x'')\right) \leq 4\|x' - x''\| = \lambda\|x' - x''\|
\]

Thus assertion (b) of Lemma 1 is satisfied. This completes the proof of the Lemma.

\begin{flushright}
\text{□}
\end{flushright}

**Theorem 1.** Let $x^*$ be a solution of (1.1). Suppose that assumptions (A0)-(A5) are satisfied. Let $C$ be defined in (3.4). Then for every $C$, there exists $\delta > 0$ such that for every starting point $x_0, x_1 \in B_\delta(x^*)$, there exists a sequence $\{x_k\}$ generated by (1.4) with initial point $x_0, x_1$ which converges to $x^*$ and satisfies the following inequality
\[
\|x_{k+1} - x^*\| \leq C\|x_k - x^*\| \quad \text{for each } k = 1, 2, \ldots
\]
Proof. By Lemma 2, for every $C$, there exists $\delta > 0$ such that for each $x_0, x_1 \in B_\delta(x^*)$, there is $x_2 \in B_\delta(x^*)$ such that (3.5) and (3.6) hold. Let $x_0, x_1 \in B_\delta(x^*)$. It follows from Lemma 2 that there exists $x_2 \in B_\delta(x^*)$ such that

$$0 \in f(x_1) + g(x_1) + (Df(x_1) + [x_0, x_1; g])(x_2 - x_1) + F(x_2)$$

and

$$\|x_2 - x^*\| \leq r_{x_2} \leq C\|x_1 - x^*\|,$$

and so (3.13) holds for $k = 1$. We will proceed by induction. Now assume that $x_0, x_1, \ldots, x_k$ are generated by (1.4) satisfying (3.13). Then by Lemma 2, we can choose $x_{k+1} \in B_\delta(x^*)$ such that

$$0 \in f(x_k) + g(x_k) + (Df(x_k) + [x_{k-1}, x_k; g])(x_{k+1} - x_k) + F(x_{k+1})$$

and

$$\|x_{k+1} - x^*\| \leq r_{x_2} \leq C\|x_k - x^*\|,$$

and so (3.13) holds for all $k \geq 1$. This completes the proof of the Theorem.

3.2 Superlinear Convergence

This subsection is devoted to study the superlinear convergence result of the Newton-like method (1.4). To do this, we will take the following assumptions:

(A6) $Df$ is Lipschitz continuous in a neighbourhood $\Omega$ of $x^*$ with constant $L$ i.e. for every $x, y \in \Omega$, we have that

$$\|Df(x) - Df(y)\| < L\|x - y\|;$$

(A7) $g$ admits first order divided difference i.e. there exists $\kappa > 0$ such that, for all $x, y, x', y' \in \Omega$,

$$\|\{x, y; g\} - \{x', y'; g\}\| \leq \kappa\|\{x - x'\|^2 + \|y - y'\|^2\} \quad \text{with} \quad x' \neq x, y' \neq y.$$

Let $M, L$ and $\kappa$ be defined in (A3), (A6) and (A7) such that $3M(L + 8\kappa) < 1$. Let

Set $\gamma := \frac{3M(L + 8\kappa)}{2}$. (3.14)

Then we obtain that $\gamma < \frac{1}{2}$.

Lemma 3. Let $x^*$ be a solution of (1.1). Suppose that assumptions (A0)-(A3), (A6) and (A7) are hold. Let $\gamma$ be defined by (3.14 ). Then for every such $\gamma$, there exists $\delta > 0$ such that for every distinct starting point $x_0, x_1 \in B_\delta(x^*)$, there exists a sequence $\{x_2\}$, defined by

$$0 \in f(x_1) + g(x_1) + (Df(x_1) + [x_0, x_1; g])(x_2 - x_1) + F(x_2)$$

and the map $\Phi_1$ has a fixed point $x_2$ in $B_\delta(x^*)$, which satisfies

$$\|x_2 - x^*\| \leq \gamma\|x_1 - x^*\| \max\{\|x_1 - x^*\|, \|x_1 - x_0\|\}. \quad (3.15)$$

Proof. The assumption (A3) implies that the mapping $Q_2^{-1}$ is $M$-pseudo-Lipschitz around $(0, x^*)$. Hence there exists $r_0 > 0$ and $r_0 > 0$ such that

$$e(Q_2^{-1}(y_1) \cap B_{r_0}(x^*), Q_2^{-1}(y_2)) \leq M\|y_1 - y_2\| \quad \text{for any} \quad y_1, y_2 \in B_{r_0}(0). \quad (3.17)$$

Let $\delta > 0$ be such that

$$\delta \leq \max\{r_{x^*}, \sqrt{\frac{2r_0}{5L + 32\kappa}}, \frac{2}{3M(5L + 8\kappa)}, 1\}. \quad (3.18)$$

Fix $x_0, x_1 \in B_\delta(x^*)$ such that $x_0 \neq x_1 \neq x^*$, and define

$$r_{x_2} = \gamma\|x_1 - x^*\| \max\{\|x_1 - x^*\|, \|x_1 - x_0\|\}.$$
This together with (3.17) and (3.19) (with $y_1 = 0$ and $y_2 = Z_1(x^*)$) implies that
\[
\text{dist}(x^*, \Phi_1(x^*)) \leq M\|y_1 - y_2\| \leq M\|Z_1(x^*)\| \\
\leq M\left(\frac{L}{2}\|x^* - x_1\|^2 + 4\kappa\|x_1 - x_0\| \|x^* - x_1\|\right) \text{ by using (3.20)} \\
\leq M\left(\frac{L}{2} + 4\kappa\right)\|x_1 - x^*\| \max\{\|x_1 - x^*\|, \|x_1 - x_0\|\}
\]
\[
= \left(1 - \frac{2}{3}\right)\frac{3M(L + 8\kappa)}{2} \|x_1 - x^*\| \max\{\|x_1 - x^*\|, \|x_1 - x_0\|\}. \\
\leq \left(1 - \frac{2}{3}\right)r_{x_2} = r(1 - \lambda).
\]
Hence assertion (a) of Lemma 1 is satisfied.

Now, we show that assertion (b) of Lemma 1 is also satisfied. Let \( x \in B_{r_{2\gamma}}(x^\ast) \subseteq B_\delta(x^\ast) \). Then

\[
\|Z_1(x)\| = \|f(x^\ast) + g(x) - DF(x^\ast)(x^\ast - x) - f(x_1) - g(x_1) - (DF(x_1) + [x_0, x_1; g])(x^\ast - x_1)\|
\]

\[
= \|f(x^\ast) - f(x) + f(x) - f(x_1) - DF(x^\ast)(x^\ast - x) + g(x) - g(x_1)
- (DF(x_1)(x^\ast - x_1) - [x_0, x_1; g])(x^\ast - x_1)\|
\]

\[
\leq \|f(x^\ast) - f(x) - DF(x^\ast)(x^\ast - x)\| + \|f(x) - f(x_1) - DF(x_1)(x^\ast - x_1)\|
+ \|g(x) - g(x_1) - g(x^\ast)(x - x_1)\|
\]

\[
\leq \frac{L}{2}\|x - x^\ast\|^2 + \frac{L}{2}\|x - x_1\|^2 + \|x, x; g\|([x^\ast, x] - [x_0, x_1; g])\|x - x_1\|
\]

\[
= \frac{L}{2}\|x - x^\ast\|^2 + \frac{L}{2}\|x - x_1\|^2 + \|x, x; g\|([x^\ast, x] - [x_0, x_1; g])\|x - x_1\|
\]

\[
\leq \frac{L}{2}\|x - x^\ast\|^2 + \frac{L}{2}\|x - x_1\|^2 + \kappa(\|x^\ast - x_0\|^2 + \|x - x_1\|^2\|x - x_1\|
\]

\[
\leq \frac{L}{2}\|x - x^\ast\|^2 + \frac{L}{2}\|x - x_1\|^2 + \kappa(\|x^\ast - x_0\|^2 + \|x - x_1\|^2\|x - x_1\|
\]

\[
\leq \frac{L}{2}\|x - x^\ast\|^2 + \frac{L}{2}(2\delta)^2 + \kappa((2\delta)^2 + (2\delta)^2)\cdot 2\delta
\]

\[
= \frac{L}{2}\|x - x^\ast\|^2 + 2L\delta^2 + 16\kappa\delta^3 \leq \frac{L}{2}\|x - x^\ast\|^2 + 2L\delta^2 + 16\kappa\delta^2, \text{ since } \delta \leq 1
\]

\[
= \left(\frac{5L}{2} + 16\kappa\right)\delta^2 < r_0, \text{ by (3.18).}
\]

Hence we deduce that for all \( x \in B_\delta(x^\ast) \), \( Z_1(x) \in B_{r_0}(0) \). Let \( x', x'' \in B_{r_{2\gamma}}(x^\ast) \). This together with (3.17) (with \( y_1 = Z_1(x^\ast) \), and \( y_2 = Z_1(x''\ast) \)) implies that

\[
e \left(\bigcap_{x \in B_{r_{2\gamma}}(x^\ast)} \bigcup_{x \in B_\delta(x^\ast)} \bigcup_{x \in B_{r_{2\gamma}}(x''\ast)} e\left(\Phi_1(x') \cap B_{r_{2\gamma}}(x^\ast) \cap \Phi_2(x'') \cap B_\delta(x^\ast) \cap B_{r_{2\gamma}}(x''\ast)\right)\right)
\]

\[
\leq M\|Z_1(x^\ast) - Z_1(x''\ast)\|
\]

\[
\leq M\|DF(x^\ast) - DF(x_1)(x^\ast - x_1)\| + M\|g(x^\ast) - g(x_1) - [x_0, x_1; g](x^\ast - x_1)\|
\]

\[
\leq ML\|x^\ast - x_1\|^2\|x^\ast - x''\| + M\|x_0^\ast, x^\ast; g\|([x^\ast, x] - [x_0, x_1; g])\|x^\ast - x_1\|
\]

\[
\leq ML\|x^\ast - x_1\|^2\|x^\ast - x''\| + M\kappa([x'' - x_0\|^2 + \|x^\ast - x_1\|^2]\|x^\ast - x''\|
\]

\[
\leq ML\|x^\ast - x_1\|^2\|x^\ast - x''\| + M\kappa((2\delta)^2 + (2\delta)^2)\|x^\ast - x''\|
\]

\[
\leq ML\|x^\ast - x''\| + M\kappa\|x'' - x_0\|^2 + \|x^\ast - x_1\|^2\|x^\ast - x''\|
\]

\[
\leq M\|x^\ast - x''\| + M\kappa(2\delta^2 + 2\delta^2)\|x^\ast - x''\|
\]

\[
\leq M\|x^\ast - x''\| + M\kappa(2\delta^2 + 2\delta^2)\|x^\ast - x''\|
\]

\[
\leq M\|x^\ast - x''\| + M\kappa\delta\|x^\ast - x''\|
\]

Thus assertion (b) of Lemma 1 is satisfied. This completes the proof of the Lemma.

\[\square\]

**Theorem 2.** Let \( x^\ast \) be a solution of (1.1). Suppose that assumptions (A0)-(A3), (A6) and (A7) are satisfied. Let \( \gamma \) be defined in (3.14). Then for every \( \gamma \), there exists \( \delta > 0 \) such that for every starting point \( x_0, x_1 \in B_\delta(x^\ast) \), there exists a sequence \( \{x_k\} \) generated by (1.4) with initial point \( x_0, x_1 \) which converges to \( x^\ast \) and satisfies that

\[
\|x_{k+1} - x^\ast\| \leq \gamma \|x_k - x^\ast\| \max\{\|x_k - x^\ast\|, \|x_k - x_{k-1}\|\}
\]

for each \( k = 1, 2, \ldots \) (3.22)

**Proof.** By Lemma 3, for every \( \gamma \), there exists \( \delta > 0 \) such that for each \( x_0, x_k \in B_\delta(x^\ast) \), there is \( x_2 \in B_\delta(x^\ast) \), such that (3.15) and (3.16) hold. Let \( x_0, x_1 \in B_\delta(x^\ast) \). It follows from Lemma 3 that there exists \( x_2 \in B_\delta(x^\ast) \) such that

\[
0 \in f(x_1) + g(x_1) + DF(x_1) + [x_0, x_1; g](x_2 - x_1) + F(x_2)
\]

and

\[
\|x_2 - x^\ast\| \leq r_{x_2} \leq \gamma \|x_1 - x^\ast\| \max\{\|x_1 - x^\ast\|, \|x_1 - x_0\|\}
\]
and so (3.22) holds for \( k = 1 \). We will proceed by induction. Now assume that \( x_0, x_1, \ldots, x_k \) are generated by (1.4) satisfying (3.22). Then by Lemma 3, we can choose \( x_{k+1} \in B_\delta(x^*) \) such that

\[
0 \in f(x_k) + g(x_k) + (Df(x_k) + [x_{k-1}, x_k; g])(x_{k+1} - x_k) + F(x_{k+1})
\]

and

\[
\|x_{k+1} - x^*\| \leq r_{x_{k+1}} \leq \gamma \|x_k - x^*\| \max\{\|x_k - x^*\|, \|x_k - x_{k-1}\|\}
\]

and so (3.22) holds for all \( k \geq 1 \). This completes the proof of the Theorem.

\[
\square
\]

4 Concluding Remark

We have established local convergence results of the Newton-like method for approximating the solution of the variational inclusion (1.1) under the assumptions that \( Q^{-1}_x \) is pseudo-Lipschitz and \( Df \) is continuous, Lipschitz continuous and \( g \) is admissible for first order divided difference. More clearly, we have shown that the Newton-like method defined by (1.4) converges linearly and superlinearly to the solution of (1.1) if \( Df \) is continuous and Lipschitz continuous, respectively, together with a divided difference admissible function \( g \). This study improves and extends the results corresponding to [11].
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