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ABSTRACT 

Self-bottomed mussel beds are dominant feature of ecosystem-scale self-organization. Regular 
spatial patterns of mussel beds in inter-tidal zone are typical, aligned perpendicular to the average 
incoming tidal flow. In this paper, we consider a two-variable partial differential equations model of 
young mussel beds. Our aim is to study the existence and stability of periodic traveling waves in a 
one-parameter family of solutions. We consider a parameter regime to show pattern existence in the 
model of young mussel beds. In addition, it is found that the periodic traveling waves changes their 
stability by two ways: Hopf type and Eckhaus type. We explain this stability by the calculation of 
essential spectra at different grid points in the two-dimensional parameter plane.  
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1. Introduction 

Banded spatial patterns of mussel beds are a striking characteristic feature within spatial ecology 
[1], [2], [8], [10], [13], [18], [19]. Different types of landscape-scale patterns, e.g., arid ecosystems 
[4], savannahs [7], [14], tidal freshwater marshes [5], intertidal mudflats [21], mussel beds [6], 
have documented in field data. Subsequently, Mussel beds have been found in many parts of the 
earth, e.g., Waddensea [3], MenaiStriat (UK) [6], North sea on the coastline of Denmark, Germany 
and Netherlands [16]. A soft-bottomed system means that the mussels adhere only to one another 
or to debris such as shell fragments. Banded (striped) patterns of mussel beds typically are aligned 
perpendicular to the average incoming tidal flow, with a wavelength of several meters. Spatial 
patterns in mussel beds distinctly develop at two different scales such as large-scale banded 
patterns and small-scale net-shaped patterns. In the water column at large spatial scales, mussels 
compete for algae as the high flow rate of the tidal water but expedite each other at fewer scales by 
regionally growing sediment. This exchange between facilitation and competition reveals the 
striped patterns. At the smallest scale, each mussel aggregate by average density dependent 
movement and they actively move into small clusters to form a reticulated network of clusters. As 
well as, mussels connect to each other by average byssal threads to protect from predation and 
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dislodgement. Therefore, the large-scale banded patterns and small-scale clusters occur from a 
self-organization process, meaning that the patterns appear from the interplays between the 
mussels. Pattern formation at the each level is very quick while the large-scale banded patterns 
need several periods to grow. Mussel beds afford a novel possibility to study how pattern 
formation at distinct spatiotemporal scales changes the functioning of spatial ecosystems. 

 
Fig. 1. Landscapes of mussel bed on an inter-tidal flat represent self-organized spatial patterns [9]. 

A wide variety of theoretical models [20] is playing an important role in understanding the 
ecological mechanisms responsible for these various patterns since the opportunities for empirical 
study are typically very limited. Using mathematical modeling, one can predict how spatial 
patterns might be affected by varies in environmental parameters.  Van de Koppel [6] proposed a 
mathematical model based on “reduced losses” hypothesis. The “reduced losses” hypothesis for 
banded patterns in soft-bottomed mussel beds is a scale difference in facilitation between 
neighboring mussels and competition among the mussels for algal food sources.  

In this paper, we provide a systematic analysis of the model of mussel band formation. This 
analysis may provide a putative explanation for the widespread occurrence of banded patterns in 
mussels beds and other striped ecosystems. Thus, our aim is to study the existence of periodic 
traveling wave solutions (PTWs) in the model (1). We establish the existence of the PTWs of the 
model in a two-dimensional parameter plane. We also show two types of unstable PTWs in the 
model in the same set-up.   

The remainder of the paper is organized as follows. In Section 2, we give a brief overview of the 
model for mussel beds. In Section 3, we discuss the existence of PTWs in the model. Our work in 
Section 4 presents stability of PTWs. Finally, we discuss the mathematical and ecological 
implications of our results in Section 5. 
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2. Model 

The hypothesis of van de Koppel [6] has been formulated in terms of algal concentration ܽ(ݔ,  in(ݐ
the water layer overlying the mussel bed and mussel biomass ݉(ݔ,  on the sediment. The (ݐ
equations have the form 
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(1) 

where the parameter is in dimensionless form. Here, spatial coordinateݔis measured with distance 
from the shore andݐrepresents time. The positive constant ߚ describes the water flow rate. The 
parameter ߙ reflects the renewal rate of algae in the water layers. The parameter ߜ scales the 
potential growth of algal in the upper water layers. The termߛ represents mussel maximum 
mortality. The termrepresents advection by tidal current which is multiplied by the constant. 

An important preamble to the investigation of patterns is to find the homogeneous steady state. For 
all parameter values, systems (1) has a stable trivial steady state ܽ = 1,݉ = 0, corresponding to 
the existence for algae and absence of mussels. When ߜ > ߛ >  there is a non-trivialߙߜ
homogeneous steady state     

ܽ =  
ߛ − ߙߜ
ߙߜ ,݉ =  

ߜ)ߙ − (ߛ
ߛ − ߙߜ . 

(2) 

General conditions on the stability of this steady state are parameter dependent. As well as, this 
non-trivial steady state is unstable to spatially inhomogeneous perturbations and stable to 
homogeneous perturbations for some parameter values. 
 

3. Existence of Traveling Wave Solutions 

The spatial patterns can be investigated via the traveling wave ordinary differential equations 
satisfied by a traveling wave coordinate ݖ = ݔ −  are the space and time ݐ and ݔ where ,ݐܿ
coordinates respectively, and ܿ denotes the wave speed. Now, substituting ܽ(ݔ, (ݐ =  and (ݖ)ܣ
,ݔ)݉ (ݐ =  in (1), we obtain four-dimensional ordinary differential equation (ODE) system (ݖ)ܯ
given as follows: 

ௗ஺
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A periodic traveling wave (PTW) solution is a periodic orbit or a limit cycle solution of this ODE 
system (3).  Figure 2 shows the existence of PTW solutions of (1) as a function of parameterߜand 
the wave speedܿ. Here, we consider the parameter ߜ as a control parameter while the other 
parameters are α = 0.6667, β = 41.5692 and γ = 0.1333. The range0.8 < ߜ < 0.2 has considered. 
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The rectangle on the parameter plane indicates that there is no PTW on that point. The values on 
the parameter plane indicate the periods of the PTW solutions of a given point of the wave speed ܿ 
and the control parameter ߜ. At this stage, we do not find whether the waves in the parameter plane 
are stable or unstable. Later, we will investigate the stability information of the waves. 

Figure 3 indicates two PTWs of (3) as a function of the parameter ߜ and the wave speed ܿ. These 
Figures indicate that, increasing the value of control parameter ߜ increases the periods of the PTW 
solutions. However, the periods are not changing quickly as ߜ changes. The other parameter values 
are the same as in fig. 2. 

 

Fig. 2. The existence of PTW solutions of (1) as a function of the parameter δ  and the wave speed c for α = 
0.6667, β = 41.5692 and γ = 0.1333. The symbols and values show the results on the 10 × 10 grid in the 
parameter plane: small filled rectangle indicates that there is no PTW exist at that point. The values on the 
parameter plane indicate the periods of the PTW solutions of a given point of δ and c. 

  

Fig. 3. Two periodic traveling wave solutions of (3) as a function of the parameter β and the wave speed c.  
A, M, Prepresent the internal names of state variables; refer to [15]. The other parameter values are α = 0.6667, 
β = 41.5692 and γ = 0.1333. (a) The first one is for the parameter δ = 0.16 and the wave speedc = 0.30. The 
period of the wave is 154.470. (b) The second one is for the parameter δ = 0.12 and the wave speed c = 0.30. 
In this case the period of the wave is 168.072. 
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From the ecological point of view, we consider ߜ as a key control which reflects the algal 
concentrations in the upper water layers. An important step in calculating the 
parameterregiongiving patterns is to set up bifurcation diagram for (1) as ߜ is varied with fixed 
wave speedܿ. We use the steady state (2) as a starting point of bifurcation diagram since it is stable 
to homogeneous perturbations. An example of bifurcation diagramis shown in fig. 4. At large 
values of ߜ there are no patterns, but as ߜ is decreased there is a Hopf bifurcation in which a 
branch of limit cycle (pattern) solutions emanates. This solution branch terminates at a homoclinic 
point, meaning that the period of the limit cycle tends to infinity; thus as bifurcation parameter ߜ is 
decreased towards this point the mussels bands become more and more widely separated.  For 
values of the wave speed ܿ close to that used in fig. 1, it is the loci of the Hopf bifurcation and 
homoclinic point that enclose the region of the ߜ − ܿ parameter plane giving patterns.  

The simple form of the bifurcation diagram in Figure 4 does not apply for all values of c: two 
complications can arise. First, the branch of pattern solutions may have a fold, rather than 
proceeding monotonically from the Hopf bifurcation to the homoclinic point (e.g. Figure 4). In 
some parts of the δ–c parameter plane the locus of this fold forms one boundary of the parameter 
region giving patterns. Note that in general, for any system of ODEs, the part of a parameter plane 
in which limit cycles exist is bounded by segments of three types of loci: Hopf bifurcations, 
homoclinic points, and folds in a limit cycle solution branch. 
 
4 Stability of Periodic Traveling Wave Solutions 

In application, we need to investigate not only the existence of PTW solutions but also whether the 
solutions are stable or unstable in the parameter plane. In order to study the stability of the PTWs, 
one needs to linearize it via the traveling wave solution. Substituting ܽ(ݔ, (ݐ = ,ݔ)݉ and(ݖ)ܣ (ݐ =
 :in (1) and neglecting non-linear term yield(ݖ)ܯ
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whereܽ௟௜௡(ݔ, (ݐ = ,ݔ)ܽ (ݐ − ,ݔ)and ݉௟௜௡(ݖ)ܣ (ݐ = ,ݔ)݉ (ݐ −  .(ݖ)ܯ

Now, substituting ܽ௟௜௡(ݔ, (ݐ = ݁ఒ௧ܣ௟௜௡(ݖ) and ݉௟௜௡(ݔ, (ݐ = ݁ఒ௧ܯ௟௜௡(ݖ) in (4), we get the following 
eigenvalue problem: 
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(5) 

with the boundary conditions, using Floquet theory, 

(ܮ)௟௜௡ܣ = ௟௜௡(0)݁௜ఊܣ (ܮ)௟௜௡ܯ , = ߛ ௟௜௡(0)݁௜ఊ,for someܯ ∈ ℝ, (6) 
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whereܮ is the period of the PTW, ߛ denotes the phase shift across one period of the wave, 
 is the eigenvalue. In order to make the boundary conditions ߣ ௟௜௡represents the eigenfunction, andܣ⃗
regular and re-scale ܮ to unity, it is required to use a transformation, namely Bloch transformation. 
Then, one can solve the above problem numerically by using any regular numerical method. 
Hence, the eigenvalue equation (5) can be reduced to the first order ODE system as follows: 
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This implies, 
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whereܥ and ܦ are the 3 × 3 matrices given by 
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Fig. 4. Bifurcation diagrams for (1) showing the mean of mussel density as a functions of δ with wave speed 
c = 0.1. The other parameter are α = 0.6667, β = 41.5692 and γ = 0.1333. The square indicates a Hopf 
bifurcation point and open circle indicates a homoclinic point. 
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Fig. 5. Bifurcation diagrams for (1) showing the mean of mussel density as a functions ofδ with wave speed 
c = 0.05. The values of other parameters arethe same as in fig. 4. The square indicates a Hopf bifurcation 
point, open circle indicates a homoclinic point and closed circle is a fold in the solution branch. 

  

(a) c = 0.48 (b) c = 0.485 

  

(c) c= 0.15 (d) c = 0.08 
Fig. 6. Eigenvalue spectra for PTWs of the model (1), for δ = 0.16 and (a) c = 0.48; (b) c = 0.485; (c) c=0.15; 
(d) c = 0.08. In (a) and (c) the spectrum extends into the left hand half plane, so that pattern is stable; in (b) 
and (d) the pattern is unstable. Stability of Hopf type occurs inc ∈  (0.48,0.485); the change in stability is of 
Eckhaus type for c ∈  (0.08,0.15). The other parameters are α = 0.6667, β = 41.5692 and γ = 0.1333. 
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The spectrum of the PTW is a non-trivial solution of (5) and (6) for the set of eigenvalues ߣ.  For 
ߛ = 0, one can calculate solutions of (5) and (6) using standard numerical method. However, 
whenߛ ≠ 0, one cannot reduce (5) and (6) to form in matrix eigenvalue problem and hence this 
can be calculated by numerical continuation method for the different phase of ߛ. To perform a 
continuous numerical calculation in the phase difference ߛ = 0, one might calculate matrix 
eigenvalues and eigenfunctions as initial data. This calculation must be used over 0 < ߛ <  for ߨ2
each of the designated matrix eigenvalues with largest real part. More continuation procedure of 
these implementations requires for some special settings including set orthogonality conditions, 
ensuring the normalization of integral constraints in the eigenfunctions etc.; full details are given in 
[12].  

To understand the stability of PTW solution, we need to calculate the essential spectra of the PTW 
solutions. Generally there are two parts; “discrete part” and “continuous part”, in the spectra of 
linear operators and those parts are respectively known as point spectrum and essential spectrum 
[11]. However the point spectrum (discrete part) is empty for the PTWs, and thus, the spectrum of 
the PTWs consists of the essential spectrum (continuous part) [15]. Moreover, a spectrum of a 
PTW solution in a large domain is the continuous spectrum [12], [17]. A PTWsolution said to be 
unstable when the curvature of spectrum crosses the imaginary axis; otherwise, it is stable. 
Generally stability change of the PTWs of partial differential equations (PDEs) has two types: 
Eckhaus type and Hopf type. A change of stability is said to be Eckhaus (sideband) type when the 
spectrum of the solution changes sign at the origin.However, if a fold is generated in the curvature 
of the spectrum and crosses the imaginary axis away from the origin is known as a stability change 
of Hopf type [22], [23]. 

In fig. 6, we show the essential spectra of the PTWs of model (1). Plot 6(a) represents an essential 
spectrum for a stable PTW for δ = 0.155 andܿ = 0.48since the spectrum is extended into the left 
half of the complex plane. Plot 6(b) shows an essential spectrum for an unstable PTW for δ = 
0.155 andܿ = 0.485since the spectrum crossed the imaginary axis. Both of these figures have a 
fold, which passes through the imaginary away from the origin, meaning that change in stability is 
Hopf type. On the other hand, In fig. 6(c), essential spectrum locates in the left hand half plane for 
δ = 0.155 and ܿ = 0.15, so that the pattern is stable. In fig. 6(d), an essential spectrum for a 
unstable PTW for δ = 0.155 andܿ = 0.08, meaning that the spectrum crosses the imaginary axis. 
The change in stability inܿ ∈ (0.08,0.15)is Eckhaus type, meaning that it occurs via a change in 
the sign of the curvature of the spectrum at the origin.  
 
5. Conclusion  

Regular spatial pattern formation is a central feature of natural phenomenon in a wide range of 
ecosystems. Recent evidence shows that spatial patterns become an important indicator for 
catastrophic regime shifts as a result of changing conditions, e.g., climate change. Therefore, it is 
important to investigate the mechanism of pattern formation in the young mussel beds. Numerical 
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bifurcation analysis is a major way to understand the mechanism of patterned solutions of PDE 
models. Therefore, in this paper, we have considered this approach to study van de Koppel model 
(1) for the banded pattern formation in soft-bottomed mussels beds. We have unraveled the 
complicated dependence on parameter values of pattern existence. The most significant aspect of 
our results was the calculation of the region of pattern existence and the stability of the solutions. 
We have found that the periodic solution pattern born at Hopf point and terminates at homoclinic 
bifurcation point. The detailed stability analysis of the PTWs at the different grids we will consider 
for our next paper. 
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