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ABSTRACT

In this paper, we have established the convergence result and the data dependence for
Noor iterative scheme dealing with contractive-like operators. A numerical example
has also given, in which instead of computing the fixed point of an operator, we have
approximated the operator with a contractive-like one.
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1. Introduction

The Mann iterative scheme, known as one-step iterative scheme [18], invented in 1953,
was used to prove the convergence of the sequence to a fixed point of many valued
mapping for which the Banach fixed point theorem [11] failed. Later, in 1974 Ishikawa
[12] devised a new iterative scheme known as two-step iterative scheme to establish the
convergence of Lipschitzian pscudocontractive map when Mann iterative scheme failed
to converge. M. A. Noor [8, 9] introduced and analyzed Noor iterative scheme known as
three-step iterative scheme to study the approximate solutions of variational inclusions
(inequalities) in Hilbert spaces by using the techniques of updating the solution and the
auxiliary principle.

The data dependence abounds in literature of fixed point theory when dealing with Picard
iterative scheme, but is quasi-inexistent when dealing with Mann-Ishikawa iterative
scheme. In a paper of S.M. Soltuz [14] established a data dependence result concerning
Mann-Ishikawa iterative scheme. There, he established the data dependence result of
Ishikawa iterative scheme for contraction mappings. In [15] S.M. Soltuz and Teodor
Grosan again established a data dependence result of Ishikawa iterative scheme, but there
they used contractive-like operators replacing contraction mappings. Usually, Noor
iterative scheme is more complicated but nevertheless more stable as Mann iterative
scheme or Ishikawa iterative scheme. It is clear from literature that in which Mann or
Ishikawa iterative scheme does not converge while Noor iterative scheme does. For this
reason we have considered Noor iterative scheme and established a data dependence
result of Noor iterative scheme for contractive-like operators. Actually, the main purpose
of our paper is to establish a data dependence result of Noor iterative scheme.
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2. Preliminaries

In this section, we have discussed some definitions and a lemma which are important to
us for representing our main result in the later sections.

Let B be a real Banach space and X be a nonempty convex closed and bounded subset
of B.Let T,S:X — X be two maps. For givenX,, U, € X , we consider the Noor

iterative scheme [8, 9] for T and S respectively as follows:

Xn+1 = (1_ an)Xn + anTyn

Y, =(@-b,)x, +b,Tz, (2.1)
z,=@0-c,)x, +c,Tx,, n=012,..
Upa = (1_an)un + anSVn
v, =(1-b,)u, +b, Sw, (2.2)
w, =(@-c,)u, +c.,Su,, n=012,...

where the sequences {a, |7, {0, |7, {c, |+, = [0, 1] are convergent, such that
lima, =0, limb, =0, lim¢c, =0 and ) a, = (2.3)

n=1
If we put ¢, =b, =0, Vne N (set of all natural numbers), in the above equations then
we get Mann iterative scheme [18] and if we put ¢, =0, Vne N (set of all natural
numbers), in the above equations then we get Ishikawa iterative scheme [12].

The map T is called Kannan mappings [10], if there exists S € (0, 1/2) such that for
allx, ye X,

[Tx=Ty]|< B(lx=Tx|+ |y =Tv]) (24)

Similar mappings are Chatterjea mappings [13], for which there exists y € (0, 1/2)
such that for all X, y e X

[Tx=Ty||< 7 (x =Ty + [y =Tx) (25)
In [16] T. Zamfirescu collected these classes and introduced the following definition:
Definition 2.1 [1, 16]. The operator T: X — X is called a Zamfirescu operator if it
satisfies the condition Z (Zamfirescu condition) i.e., if and only if there exist the real
numbers o, B, y satisfying O<a <l 0<p,y <1/2 such that for each
pair X, y € X , at least one of the following three conditions is true:
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(@) [Tx=Ty|<afx-y];
(z,)  [Tx=Ty| < B(x=Tx|+]y - Ty|); (2.6)
(zo)  [Tx=Ty| <y (Jx=Ty[+[y-Tx).

In [2] B. E. Rhoades proved that (z,), (z,) and (z,) are independent conditions.

Consider x, y € X . Since T is a Zamfirescu operator, therefore, at least one of the
conditions (z,), (z,) and (z,) is satisfied by T . If (z,) holds, then

[x=Ty] < Bx=Tx|+[y-Ty)
- ﬁ(IIX—TX||+(Ily—X||+||X—TX||+||TX—TVII))

X=T X—Tx 2.7
=[Pl g2 bl g T @
If (z,) holds, then similarly we obtain

2
x—Ty| < —L—|x— y|+—L—|x - Tx 2.8
R L A L @9
LetusdenoteA:max{a, p , 4 } (2.9
-5 A=)

Then we have, 0< A <1land in view of(z,), (2.7) and (2.8) we get the following
inequality

X—=Ty|| < A|x = Y|+ 24|x = Tx|| holdsV X, y e X . (2.10)
[Tx =Ty < Ax = y] + 22[x - T|

Formula (2.10) was obtained as in [17].

Osilike and Udomene introduced in [7] a more general definition of a quasi-contractive
operator, they considered the operator for which there exists L >0 andq < (0, 1) such
that

Tyl <alx- v+ Upe-To ¥ x, yeX. 211

Imoru and Olatinwo considered in [4], the following general definition. They are failed to
name them. But in [15] S. M. Soltuz and Teodor Grosan used as contractive-like
operators.

Definition 2.2 [15]. The operator T is called contractive-like operator if there exist a
constant ( € (0, 1) and a strictly increasing and continuous function ¢ :[0, ) — [0, «)

with ¢(0) = Osuch that for each X, y € X
X =Ty| < alx—y|+e(x-Tx|), Vx, yeX. (2.12)
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The inequality (1 — x) < exp(x), V x>0 leads the following remark.
Remark 2.3. Let {d} be a nonnegative sequence such that d, € (0,1], V¥ n eN (Set of

natural numbers). If »'d, =oo, then [J(1-d,)=0.
n=1 n=1

Proof of remark 2.3. According to our assumption, we suppose that

1 1 1 1
d=1d,==,d,==,d,==,..... A, ==,
' 22" 37t 4 n
That is our given sequence is
111 1
d}={=,= =, ........ Yy eeeeens
=473 7 e
Hence, it is clear that
Zdn=1+£+l+£+ ........ P
ol 2 3 4 n

Now, we have to show that [ J(1—d,) =0.

n=1

We have
ﬁ(l—dn) =(1-d,).@-d,).1-d;).A-d,).........

But according to our assumption one of the values of d, d,, d;, d,, ..... must be equal
to 1.

Therefore, (1-d,).1-d,).A-d,).A-d,)......... o =0.

This implies that [ J(1—d,)=0.

n=1
This completes our proof.
The following is similar to lemma from [6].
Lemma 2.4 [6]. Let {X,}be a nonnegative sequence for which one supposes there exists
N, €N, such that for all n > n, one has satisfied the following inequality:

Xpu S @A-0,)X, +90,0, (2.13)

where 5, €(0,1), VneN, z&n =,ando, >0 VneN. Then,

n=1
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O<limsupx, <limsupo,. (2.14)
n—o

n—o0

Proof. There exists n, eN such that o, <limsupo,, Y n>n,. Set n, ={n,, n;}
n—o0
such that the following inequality holds, for all n>n,:

Xou <@-6,)2-6,4).....0=35,)x, +limsupo, (2.15)

Using the above Remark 2.3 with d_  =J,, we get the conclusion. In order to prove
(2.15), consider (2.13) and the induction step:
X2 = (l_ 5n+1)xn+1 + 5n+lo-n+1
< (l_5n+1)(1_5n)(1_5n—1) """ 1_5nl)xnl +(l_5n+1) rlli_)rgsupo-n +5n+lo-n+1 (216)

=(1-6,,)2-6,)1-6,,)....0=05,)x, +{1-5,,)limsupo,.

n+1

This completes our proof.

3. Main Results
In this section, we have stated and proved our main results.

Theorem 3.1. Let B be a real Banach space, X < B a nonempty, closed and convex set,
and T:X — X a contractive-like map with m" being the fixed point. Then for all
X, € X , the Noor iterative scheme defined by the equation (2.1) converges to the unique
fixed point of T .

Proof. First we prove the uniqueness of the fixed point of T . If possible let the mapping
T has two distinct fixed points m" and n". Then by using the definition 2.2 we get

=] = frm” =0 < =]+ g T = qfm” 0] @)

This implies that m™ = n". Hence the fixed point of T is unique.
Now, from (2.1) and (2.12) we obtain
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Xng — m*H = H(l_ an)xn + anTyn - m*H

<(l-a,)[x, —m*H+ a, [Ty, —Tm*H

<(1-a,)|x, —m*H+qan Y, —m*H

<(l-a,)[x, —m*H+qan(1—bn) X, —m*H+qanbn "I'zn —Tm*H

<(l-a,)[x, —m*H+qan(1—bn) X, —m*H+q2anbn z, —m*H

<(l-a,)[x, —m*H+qan(1—bn) X, —m*H+q2anbn(1—cn) X, —m*H+q2anbncn r'l'xn —Tm*H
<(l-a,)[x, —m*H+qan(1—bn) X, —m*H+q2anbn(1—cn) X, —m*H+q3anbncn X, —m*H

= ((1-a,)+da,@-b,) +q%a,b,(L-c,) +q°ab,c,)|x, - m’|
=(-a,(1-q-b,)-q%,(L-c,)-q%,c,))[x, —m"

=(1-a,(l-q-b, +qgb,(1-c,)+g°b,c,)))
=(-a,(1-q(l-b,(1-q-c,)-a’c,))))
=(1-a,d-aq@-b,A-a@-c, +0ac,))))
=(1-a,0-aq@-b,A-a@-c,(1-a,))))
Xpa M| < @-2,@1-q(l-b,1-q(l-c,@-q,))))
But, according to our supposition we can write
(1-a,d-q(-b,d-q(d-c,A-0q,)))))<(1-a,(1-a)). (3.3)
Combining (3.2) and (3.1) we get
-m’| < @-a,@-q)
<@l-a,@-0)d-a,;(1-q))
<@l-a,-0)d-a,;(1-a)A-a,,1-0))

X, —m*H

X, —m’|

X, —m*‘

X, —m

i.e. x,-m|. (3.2

X

X, — mH

n+1

_—

_—

<..< {H (1-a, (1—q))}xo —m’| (3.4)
k=0
Since, Y a, = implies Y a,(1-q) =00 Vqe(0,1). So, by the Remark 2.3 we can
n=1 n=1
write,

rlliggo{ll[ (1—ak(1—q))} 0 @5)

k=

From (3.4) and (3.5) we get
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lim|x,., —m*[ =0
n—oo

s lim

n—oo

This completes our proof.

X, —m*Hzo

Theorem 3.2. Let B be a real Banach space, X < B a nonempty, closed and convex
set, and let & > 0 be a fixed number. If T: X — X is a contractive-like operator with the

fixed point X™ and S: X — X is an operator with the fixed point U”, (supposed nearest

toX "), and if the following relation is satisfied:
[Tz—-Sz|<e, VzeX (3.6)

Then

<

<%  vqge(01). 37
i V0D (3.7

HX* . u*

Proof. From (2.1) and (2.2), we get
Xpy —Upy =@—2a,)(x, —u,)+a,(Ty, —Sv,) (3.8)

Now, taking norm on both sides of (3.8) we have
X = Una| = @ =2, )(x, —u,) +a, (Ty, = Sv, )|
< (@-a,)|X, = U, +a,[Sv, =Ty, |
<(@-a,)|x, —u,[+a,|Sv, =Tv, +Tv, =Ty, |
<(@-a,)|x, —u,[+a,[Tv, = Sv,|+a,[Tv, =Ty, |
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< (l_ an)HXn _unH +a,e+ qanHyn _VnH + an¢(Hyn _TynH)
< (l_ an)HXn _unH +a,¢+0a, (l_bn )Hxn _unH + qananTZn - SWnH + an¢(Hyn _TynH)
<(@-a,)|x, —u,|+a,e+qa,@-b,)|x, —u,|
+qananSWn _TWn +TWn _TZnH + an¢(Hyn _TynH)
<(@-a,)|x, —u,|+a,e+0a,@-b,)[x, —u,|+qa,b,e
+qananTzn _TWnH + an¢(Hyn _TynH)
<(@-a,)|x, —u,|+a,e+qa,@-b,)|x, —u,|+qa,b,e
+q2ananzn _WnH+qanbn¢(Hzn _TZnH) + an¢(Hyn _TynH)
<(@-a,)|x, —u,|+a,e+qa,@-b,)|x, —u,[+aa,b,e+a’a,b, @-c,)|x, —u,|
+q2anbncn HTXn _SunH+qanbn¢(Hzn _TZnH) +an¢(Hyn _TynH)
<(@-a,)|x, —u,|+a,e+qa,@-b,)|x, —u,[+aa,b,e+a’a,b, @-c,)|x, —u,|
+ qzanbncn (HTXn _TunH + HTun - Sun H) + qanbn¢(HZn _TZnH) + an¢(Hyn _TynH)
<(@-a,)|x, —u,|+a,e+qa,@-b,)|x, —u,[+aa,b,e+a’a,b, @-c,)|x, —u,|
+ qzanbncng + qzanannHTXn _Tun H + qanbn(b(Hzn _TZnH) + an¢(Hyn _Tyn H)
<(@-a,)|x, —u,|+a,e+qa,@-b,)|x, —u,[+aa,b,e+a’a,b, @-c,)|x, —u,|
+q2anbncng +q3anbncn Hxn _unH+q2anann¢(HXn _TXnH)
- aa0,0(02, -T2, + 2,801y, ~Ty,)
= (l_ a, +qan(l_bn) + qzanbn(l_cn)+ qganbncn)HXn _unH +a,6+ qanbng
0%a,0,0,6+ 4%a,b,0,9(1X, ~ T, )+ Ga,b, (2, ~T2,])+ 2,601y, -1y,
= (l_an(l_q(l_bn (l_q(l_cn (l_qn))))))HXn _unH+q2anann¢(HXn _TXnH)
+qa,b,6(z, - Tz, ) +a,6(y, - Ty,[) +a,e +aa,b,e +q°a,b,c,e
<8, G-, —u, [+ 2, (07,080, ~Tx, )+ .60z, -T2,
+¢(|y, —Ty|) + & +ab,e + a°b,c,8)
(qzbncn(b(HXn _TXnH) + qbn¢(HZn _TZnH)
+ (s —TYa) + & +ab,e +9°b,c,e)
1-q

= (l_ a, (l_ q))HXn - unH + (an (l_ q))

(qzbncn(b(HXn _TXnH) + qbn¢(HZn _TZnH)

_ 2
o~ < 02, 0 ), ~u, |+ (@, G- 0) tol Dol ro e e Gr)

(3.9)
It is clear that lim ¢(|x, —Tx,[) = lim ¢(|y, = Ty,[) = lim ¢(|z, = Tz,|) =0 because

¢ is a continuous function and {x,}, {y,}and{z }all are converge to the fixed point of
T.
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Now, if we put
6, =a,(1-q)
(@%0,C, (%, =X, [) + ab,é(|z, - Tz,|)
~ +¢(|y, —Ty,|) + & +ab,e+0°b,c,¢)
o (1-q) |
Then, from the Lemma 2.4 we get

(qzbncn¢(||xn _TXn”) + qbn¢(||zn _Tzn”)
+¢(|y, —Ty,|) + & +ab,e +a%b,c, &)

lim sup|[x, —u,| < lim sup
n—o0 n—oo

1-9)
This implies that
-5
1-9)
This completes our proof.
Remark 3.3. (i) If we put ¢, =0, Vn eN, then we obtain the data dependence

for Ishikawa iterative scheme.

(i) Ifweput c, =b, =0, VneN, then we obtain the data
dependence for Mann iterative scheme.

(iii)  The Zamfirescu operator and implicitly (Chatterjea and Kannan)
are contractive-like operator, therefore our Theorem 3.2 remains
true for all of these classes.

Proof. From, the definition of Noor iterative scheme we have, for given X, € X

o1 = (1_ an)Xn + anTyn
Yo = (1_bn)xn + bnTZn
z,=@0-c,)x, +c,Tx,, n=012,..

['e]

where the sequences {a, |7, {0, |7, {c, |+, = [0, 1] are convergent, such that

lima, =0, limb, =0, lim¢c, =0 and ) a, =

n—>w n—w
n=1

Now, if we put ¢, =0, VneN and ¢, =b, =0, YneN in the above equation, then



22 Asaduzzaman and Ali

we obtain the Ishikawa iterative scheme

Xpi1 = (l_ an)Xn + anTyn
y, =@-b,)x, +b,Tz, n=012,...

where the sequences {a, |, {b, ], < [0, 1] are convergent, such that

lima, =0, limb, =0 and ) a =

n—m n—o
n=1

and the Mann Iterative scheme X, =(1—a,)x, +a,Ty, Nn=0,12,....} where the

sequences {a,}”, —[0,1] are convergent, such that lima, =0 and ) a, =

n—oo n—1
respectively.

Now, it is easily verified that, if we replace the Noor iterative scheme by Ishikawa
iterative scheme and Mann lterative scheme in our theorem 3.1, then we obtain the data
dependence for Ishikawa iterative scheme and Mann Iterative scheme respectively.

This proves (i) and (ii).

To prove (iii), we observe the equations (2.4), (2.5), (2.6) and (2.12) and from this
observation we can comment that, the contractive-like operator is a general operator
among the operator of Zamfirescu, Chatterjea, Kannan and contractive-like. Since, our
theorem 3.2 is true for the general operator, contractive-like operator. Hence, it will be
must true for these entire operator.

This completes our proof.

4. Numerical Example
In this section, we have given an example to realize our Theorem 3.2, which is follows
from [15] and [17].
Example 4.1 Let T : R —> R be a mapping defined by
1; when X € (-0, 3]
X = (4.1)
—1.5; when x € (3, +x).

Where, R denotes the set of real numbers. Then, it is clear that T is contractive-like
operator with q =0.1and ¢ is an identity function and x =1 is the unique fixed point of
T.

Now, we consider an arbitrary mapping S : R — R, which is defined as follows

Sx o { 2: when x € (-, 3] w2)

—2.5; whenxe (3 +).

It is clear that x = 2 is the unique fixed point of S. Now, we cheek it by applying Noor
iterative scheme and form an estimate by applying our Theorem 3.2.
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If we take the initial approximation as X, =u, =landa, =b, =c, =1/(n+1), then
for S the Noor iterative scheme gives us the following result:

Iteration Step(n) Obtained value by Noor iterative scheme
n=1 15
n_s 1 96875
n=10 19990234375
n: 100 1.999999999995‘:9555‘:3-9.5.3999999999992
n_>oo 2 .....

The above computations can be obtained also by using a Matlab-7 program. This leads us
to conclude that Noor iterative scheme applied to S converges to fixed point X = 2, which
is the unique fixed point of S .

Take ¢ to be the distance between the two maps as follows:
ISx-Tx| <1, VxeR, ie,e=1.

Eventually, one can see that the distance between the fixed points of T and S is 1.
Actually, without knowing the fixed point of S and without computing it, via Theorem
3.2, we can formulate the following estimate for it:

< L =i=1.11111111.

T (1-01) 0.9
That is the distance between the fixed points of T and S must be less than 1.11111111.

* *

5. Conclusion

Our result is an extension and improvement of the result of S. M. Soltuz and Teodor
Grosan [15]. Here, we have established the data dependence of more general Noor
iterative scheme. By applying our Theorem 3.2 we can estimate the unknown fixed point
of an arbitrary mapping without computing fixed point of it. The data dependence of
Noor iterative scheme is general comparing with the data dependence of Mann and
Ishikawa iterative schemes, because from the data dependence of Noor iterative scheme
we can easily obtain the data dependence of Mann and Ishikawa iterative schemes.
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