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Abstract 

The principal diagnosis process in order to achieve reliable output of the regression is the influential analysis. Same applies 

in case of the generalized linear model. In the present paper, the practical comparison of the functioning of different 

residuals of the Gamma-Pareto regression model is made in order to define the points of influence. The residuals of 

Gamma-Pareto regression model are further divided into two i.e., standardized and adjusted residuals. The said two 

residuals have both undergone difference of fits and consequently comparison of these residuals in the finding of influential 

points were carried out by simulation and Ardennes related data set. Simulation result shows that in case dispersion 

parameter is very low, likelihood residuals will perform better compared to the others and all of the adjustment type of 

residuals will perform identically but not superior to the standardized. Although, in case of large values of dispersion 

parameter, all the standardized residuals behave similarly, and they are superior to likelihood residuals in revealing the 

presence of influential points. 

Keywords: Deviance; DFFITS; GLM; G-PRM; Identity link function; Influential Points; Likelihood; Pearson; 
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I. Introduction 

Very serious effects can be caused through single 

observation on regression analysis. It can provide 

inaccurate approximations of coefficients and presents false 

statistical description of covariance matrix. Examples of 

these are the logistic and probit regression responses. 

Another variation of the GLM was mentioned by 

McCullagh and Nelder
33

. It can be used, when the response 

variable is positively skewed and mean proportional to 

variance with constant coefficient of variation. This model 

is commonly applied in the reliability or survival analysis 

(Lawless,
31

. 

Practically, non-influential observation is not true in the 

GLM (see Hardin and Hilbe,
30

. Cook
17

 proposed 

diagnostics of the linear models (LMs). These influence 

diagnostics were explained by Belsley et al.15 in variety of 

dimensions. The problem of influence diagnostics in the 

GLM is still the central topic of consideration and 

discussion (see Preisser and Qaqish,
36

; Pregibon
35

; Vanegas 

et al.,
39

; Williams,
40

; Zhu and Lee,
 32

. To check the 

influence of an outcome, pearson residuals are commonly 

used on the influence diagnostics. In addition, this author 

(Williams
40

) demonstrated the effect of diagnostics based 

on deviance residuals.  

It has been stated that residuals play a significant role in both 

the diagnosis modeling and the determination of the 

goodness of fit. The LM only tests the model diagnostics 

with raw residuals, whereas the GLM has an excessive 

number of structures of residuals such as Pearson, deviance 

and likelihood. There are three most typical types of residuals 

that one can use in influence diagnostics of the GLM: the 

Pearson ones, the deviance ones and the likelihood ones. 

These residuals do not follow the normality criteria that is 

they take up different probability distribution. Therefore, 

residuals cannot be zero as this would be used to fulfill this 

assumption of normality. The two existing significant 

theories of adjusted residuals are the adjusted deviance 

residuals as provided by Pierce and Schafer
34

 and adjusted 

Pearson residuals as suggested by Cordeiro
20

 based on Cox 

and Snell
21

. These theories are directed at achieving the 

normality. Nevertheless, these findings are also obtained 

when analyzing the adjusted Pearson residuals in the 

exponential nonlinear model family (see Simas and Cordeiro, 
37

 as well as in the beta regression (Anholeto et al., 
10

. The 

regression diagnostics plays a significant role in the model 

building of linear regression. Regression diagnostics is one of 

the strategies to detect the unusual observations (Amin et al.
5-

7
. Other literature that is available regarding the detection of 

influential observations in generalized linear regression 

model includes that of Venezuela et al. (2007), Amin et al.
5
, 

Amin et al.
9
, and Amin et al.

8
, respectively, on influential 

observation in the gamma regression model (GRM). 

Gamma-Pareto distribution (G-PD) is a novel distribution. 

The G-PD was created by Alzaatreh et al. 
2
. G-PD Hanum et 

al.
27, 28

 defines an element of the exponential family 

distribution. Therefore, the regression modeling of Gamma-

Pareto regression model (G- PRM) could be developed under 

GLM. Hanum et al.
27, 28

 develop analytically GLM G-PD. 

GLM Gamma is founded on the Gamma distribution (GD), 

and is utilized regularly. The right skew data are commonly 

modelled when GLM Gamma is employed as the analysis 

tool. Alzaatreh et al.
2
 stated mathematical associations 

between G-PD and GD. The idea of using G-PD to model 

and predict extreme monthly rainfall was proposed by 

Hanum et al. [26], and hence this is rational as the G-PD is a 
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development of the GD. The G-PD is a statistical distribution 

which unites the features of the Gamma and the Pareto 

distributions. It's often used to model heavy-tailed data, such 

as financial returns or insurance claims. It is one such GLM 

which uses the G-PD as the distribution of the response 

variable of the regression. This enables the model to take 

account of heavy-tailedity of the data.  

The non-normal response regression models are mostly 

expressed in the form of GLM. Hanum et al 
27, 28

 examined 

correlation between explanatory variable and a simulated 

G-PD where the allocated response variable took a Gamma 

distribution based GLM. Hanum et al.
29

 wrote about 

modeling of the Gamma-Pareto distributed data to estimate 

monthly rainfall via use of the TRMM data to fit using 

GLM Gamma. According to Zheng et al.
42

, it is significant 

to chart the Shifted Gamma-Generalized Pareto Distribution 

model in order to regulate the safety continuum and 

estimate the crashes. The new Log-Gamma-Pareto 

Distribution is proposed by Ashour et al.
11

. Alzaatreh and 

Ghosh
1
 presented an introduction of a new Gamma-Pareto 

(IV) distribution and its implementation. Andrade, de 

Figueiredo, and de Andrade
23

 explained Gamma 

generalized Pareto distribution and the application on the 

survival analysis. Alzaghal
3
 applied Exponentiated Gamma-

Pareto distribution to the susceptibility to cancer of the 

bladder. Weighted Gamma-Pareto distribution was 

discussed by Dar et al.
22

 and also state its use. The Pearson 

residuals have been used extensively in influence 

diagnostics, when checking the influential observations. 

Cordeiro
20

 suggests the adjusted Pearson residuals, which 

though they are the ones of Cox and Snell
21

. The aims of 

these theories are to attain normality. Simas and Cordeiro 
37

 

carried out a study based on the exponential family of non-

linear models and concluded that analysis of the adjusted 

Pearson residuals (APR) will yield a similar result. Some of 

the approaches in the literature to diagnose significant 

observation or observations to the LM are namely Cook and 

Weisberg 
19

, Atkinson
13

, Cook 
18

, and Chatterjee and Hadi 
16

. Lee
32

 on the other an approach of evaluating partial 

influence in the GLM was provided. One of the methods 

under which Thomas and Cook
38

 suggested to analyze 

impact on the GLM regression coefficients was the impact 

of a variable in a regression analysis. Amin et al.
43-44

 talked 

about the control charts on Beta regressions residuals using 

different link functions: application to the data of thermal 

power plants. The Gamma response model was first 

invented by the Aslam et al. (2024), and they dealt with the 

usage of the Shewhart ridge profiling. 

We learn influence diagnostics in terms of the Pearson 

residuals (PR), deviance residuals (DR) and likelihood 

residuals (LR) of their standardized and adjusted form 

respectively in the G-PRM. The given study is applicable 

because standardized and adjusted residuals of Difference of 

fit (DFFITS) influence diagnostics are needed. This paper is 

organized as follows: section wise discuss about the G-PRM 

and its estimation method and presents the G-PRM residuals 

and calculation of standardized and adjusted residuals. The 

third Section looks at the influence diagnostics of the G-PRM 

standardised and adjusted residuals. In Section next results 

are summarized of a simulation study and real measures of 

influence of the G-PRM using regularized residuals as well 

as round off residuals. Finally, it is end of the research work 

provided in last Section. 

II. Material and Methods 

Notation and Estimation Techniques for the Gamma-Pareto 

Regression Model 

According to Alzaatreh et al.
2
 probability density function 

(pdf) of G-PD is provided by: 
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27,28
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with                    . Since the mean and 

variance of   are  ( )     and  ( )=   ( )     .  

For the ith observation, let               represent the p 

non-stochastic regressors. Following that, the G-PRM for 

the response variable   mean is provided. 

According to Hanum et al. [27,28], Link function   in 

GLM is g(  )    
      where     ( (  ))  which 

are presented in Table 1. 

Table 1. Different link function of Gamma Pareto 

Distribution 

Link function Form of link 

function  

Reference 

Inverse link function 
  

 

   
 

H
an

u
m

 et al. 

(2
0

1
6

) 

Identity link function       

 

Log link function       (   ) 

       

 

Estimation of Parameters for the Glm Gamma-Pareto 

Regression Model 

Finding the likelihood function's derivative with respect to 

   is the first step in estimating the parameter    using 

maximum likelihood and 𝜏𝑖 is the function of  ( ). By 

Eq. (2) 
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 based on the GLM's link function. So, the score 

for    in GLM Gamma-Pareto is 

  

   
   = ∑        

   (   (
  

 
)    )

   

   
     (4) 

Lastly, the     score is presented.  
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Since the estimators of   is not in close form. 

Iterative weighted least squares (IWLS) were proposed by 

(Dobson et al.,
24

 as a method for estimating   . 

It's the IWLS. 
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And now, Using W and    (  ) for G-P and obtained the 
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In the literature there are nowadays numerous possibilities 

of types of residuals in GLM (Hardin and Hilbe, [30]). And 

we only used Pearson, deviance and likelihood residuals are 

adjusted form and standardized respectively. 

The Pearson residuals in the G-PRM is given by   

  (  )  
    ̂

 ̂
                    (6) 

 (  )     
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The standardized Pearson residuals is present by using Eq. 

(6)  

  (   )   
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√ (     )
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Since     is the ith diagonal element of the hat matrix 

H= 
 

  (    )     
 

  

The adjusted Pearson residuals is defined by using Eq.  (6) 

  (   )   
  (  )  ̂(  (  ))

√ ̂(  (  ))
  (8) 

 ̂(  (  )) and  ̂(  (  )) are the expected value and 

variance of   (  ) respectively. 

The adjusted Pearson residuals approximately follow a 

normal distribution (Cordeiro,
20

). 

Same, the deviance residuals for the G-PRM are given by 

  (  )      (    ̂)√             (9) 

where      ,  (
  

 ̂
)  (

    ̂

 ̂
)- and sign(    ̂) is 

signum function, which is defined as 
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  𝑖      ̂ 

  𝑖      ̂ 
 

Eq. (9) is used to present the standardized deviance 

residuals. 

  (   )   
  (  )

√ (     )
            (10) 

Adjusted residuals were first introduced by (Cox and 

Snell,
21

). According to (Cordeiro,
20

) and (Pierce and 

Schafer,
34

), the adjusted deviance residuals for both 

methods. The adjusted deviance residuals are defined by 

using Eq. (9) 

  (   )   
  (  )  ̂(  (  ))

√ ̂(  (  ))
   (11) 

 ̂(  (  )) and  ̂(  (  )) are the expected value and 

variance of   (  ) respectively. 

The adjusted deviance residuals are normal distributed by 

(Pierce and Schafer's,
34

. 
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Similarly, the likelihood residuals (McCullagh and 

Nelder,
33

) and the G-PRM are given by 

  (  )      (    ̂)√   (  (   ))
   (     )(  (   ))

    (12) 

Eq. (12) is used to define the standardized likelihood 

residuals. 

  (   )   
  (  )

√ (     )
           (13) 

Eq. (12) is used to define the adjusted likelihood residuals. 

  (   )   
  (  )  ̂(  (  ))

√ ̂(  (  ))
      (14) 

 ̂(  (  )) and  ̂(  (  )) are the expected value and variance 

of   (  ) respectively. 

II. Influence Diagnostics in Gamma-Pareto Regression 

Model 

The LM has great importance in determination of model 

estimates and inferences in an agreement with what was 

observed by (Atkinson,
12

. These bad values may be 

influential and they may make a difference or they may be 

outliers. An outlier is produced by an outlier in response 

variable but an influential observation is one that is 

produced by an outlier in explanatory variable. A few of 

them are commented on G-PRM influence diagnostics since 

even the GLM using Pearson, Deviance and Likelihood 

(uncentered and adjusted) residuals is yet to be considered. 

The reason behind this is that, checking of the GLM 

influence diagnostics with the various GLM residuals has 

attracted small interest. The residuals topic of GLM was 

initially studied (Pregibon,
35

. The GLM influence 

assessment tools are calculated off the various GLM 

residuals. 

The DFFITS is a diagnostic measure that attracted a great 

deal of attention to the literature referred to as influence: it 

is defined as part of the scaled difference between the fitted 

value of the entire data set and the fitted value of the data 

set after deleting the ith observation. 
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The DFFITS for adjusted deviance residuals used Eq. (11) 
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The DFFITS for standardized likelihood residuals used Eq. 

(13) 
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The DFFITS for adjusted likelihood residuals used Eq. (14) 
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where  𝑖𝑖    𝑖  ( ) is the ith hat matrix   diagonal 

element for the G-PRM McCullagh and Nelder [33], 

   ̂
 

   (   ̂ )
  

   ̂
 

 . These diagonal elements can 

be used in diagnostics of influences, and they are called 

also the leverages. The leverages make an indication in 

order to call prescription of other diagnostic measures. In 

case of small-sized data, an observation is said to be 

influential when the value of DFFITS exceeds one 

(Chatterjee and Hadi, [16]). In the case of large data sets, an 

observation is considered influential when the ith value of 

DFFITS exceeds 2√
   

 
  (Belsley et al., [15]). DFFITS 

fortifies the effect of the ith influential observation on the 

values of the fitted and estimated values. Similarly, we can 

replace any other form of standardized and smoothed 

residuals of G-PRM with the intent of locating influential 

observation. In calculating DFFITS we adopt the same cut-

off point of using standardized and adjusted G-PRM 
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residuals so as to compare the results with standardized and 

adjusted residuals that are used in customary usage. 

III. Numerical Results 

The Simulation Study 

This section should show through a simulation that the G-

PRM standardized and adjusted residuals are effective in 

terms of influence diagnostics. The independent variables 

include five powerful points. The following Monte Carlo 

scheme is considered to compare the performance of the G-

PRM residuals with DFFITS. We employed the generation 

of response variable that is a Gamma Preto of algorithm of 

Hanum et al. [27, 28]. Data generation is done as follows: 

      (     ), where  ̂     (  )            

            , 𝑖          is mean function and   is 

dispersion parameter    0.04, 0.11, 0.17, 0.33, 0.67, 2, 5, 

10 which is thought to have arbitrary values. For the true 

parameters, we choose the following arbitrary values as 

                                          

(Amin et al. [5-6]) and   is minimum value of response 

variable. In this case, the design matrix X has no influential 

points of sample sizes n = 25, 50, 100 and 200 generated 

as     (    ), 𝑖                         and then 

we make 5
th

, 10
th

, 15
th

, 20
th

, 25
th

, points in the X as 

          , 𝑖                                  

where      ̅  100. In the estimation of G-PRM the link 

function employed is identity link. 

 

Table 1. Difference of fits (DFFITS) influence detection (%) using Gamma-Pareto regression model (G-PRM), 

residuals and diagnostic measures, 

Difference of fits with G-PRM 

Standardized residuals 

Difference of fits with G-PRM 

Adjusted residuals 

Influence 

Points 
      ( )            ( )     

       ( )     
       ( )            ( )     

       ( )     
 

n                                                                 =0.04 

25 5 92.8 92.8 99.6 57.3 65.4 91.6 

 10 84.7 84.8 97.9 80.6 80.5 85.1 

 15 73.5 74.3 95.6 69.6 67.5 74.5 

 20 60.5 62.6 88.1 57 55.1 62.7 

 25 47.2 54.6 81.9 44.5 47.4 54.1 

n                                                                 =0.04 

50 5 92.7 92.7 99.3 70.1 73.1 93.4 

 10 88.7 88.8 97.7 85.2 85.4 88.7 

 15 83.1 82.4 97.1 80.3 79.4 83.3 

 20 78.3 78.3 93.8 76.2 74.7 78.5 

 25 71.5 72.8 91.9 69.2 67.9 71.8 

n                                                                 =0.04 

100 5 94.7 94.8 99.4 78.8 83.1 94.1 

 10 90.8 90.9 98.8 87.9 88.6 90.5 

 15 88.5 88.6 97.5 85.9 85.7 88.8 

 20 83.7 83.6 96.7 81.4 80.4 83.7 

 25 85 85.3 96.5 83.2 82.5 84.6 

n                                                                 =0.04 

200 5 96.1 96.1 99.4 86.3 86.4 96.1 

 10 93.4 93.3 99 91.1 90.9 93.1 

 15 92 92.1 97.7 90.7 89.9 91.8 

 20 90.8 91.1 98.5 89.8 89.8 90.9 

 25 87.9 88 97.5 87.1 86.4 88.3 

n                                                                 =0.11 

25 5 93.5 93.5 99.7 56.4 67.4 92.5 

 10 85.6 85.3 97.7 80.2 79.8 85.8 

 15 75.7 76.6 96.6 72 70.8 76.2 

 20 59 61.6 88.2 54.8 54.1 60.9 

 25 46.4 55.2 83.9 43.8 48.5 53.1 

n                                                                 =0.11 

50 5 93.2 93.2 99.2 69 71.8 93.1 

 10 90.1 90.1 98.2 85.8 85.5 90.5 

 15 81 80.7 96.4 77.7 77.1 81.4 

 20 78.5 79.8 94.7 76.5 75 78.9 

 25 73.6 75.3 91.7 71.5 70 74.3 
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n                                                                 =0.11 

100 5 93.9 93.9 99.4 81.4 83.2 94.8 

 10 90.6 90.4 98.3 86.8 87 90.3 

 15 87.9 87.7 97.6 85.7 85.6 88.3 

 20 83.9 84.3 96.4 82 81.7 84.1 

 25 82.1 82.5 96.2 80.3 79.1 82.2 

n                                                                 =0.11 

200 5 95.2 95.3 99.6 86.1 86.8 95.1 

 10 92.4 92.4 98.5 90.5 90.4 92.6 

 15 91.2 91.2 98 89.3 89.4 91.4 

 20 91 91 97.2 89.9 89.8 90.7 

 25 88 88 97.3 86.3 85.9 87.8 

n                                                                 =0.17 

25 5 93.8 93.8 99.8 59.7 64.8 93.5 

 10 82.5 82.4 97.6 75.8 76.5 82.3 

 15 76.3 77.7 94.9 71.9 70.1 76.7 

 20 63.1 64.6 91.3 59.4 58.3 65 

 25 48.9 55.6 84.5 45.8 47.2 55.4 

n                                                                 =0.17 

50 5 94 94 99.9 70.7 74.5 93.7 

 10 87.2 87.3 98.1 81.7 82.4 87.2 

 15 80.4 80.9 95.5 77.8 76.8 80.3 

 20 76.7 77.4 92.6 73.5 72.1 77.1 

 25 74.8 75.3 92.8 72.9 71.2 75.3 

n                                                                 =0.17 

100 5 94.8 94.8 99.7 79.8 81.9 94.3 

 10 90.9 90.9 98.4 88.3 88.2 91.1 

 15 88.1 88.3 97.4 86.1 85.4 88.1 

 20 83.2 83.7 95.8 81.3 80.4 82.9 

 25 82.5 82.9 95.2 80.1 79.6 81.7 

n                                                                 =0.17 

200 5 96.1 96.1 100 87.2 86.7 95.8 

 10 93.5 93.4 98.7 91.7 91.6 93.2 

 15 92 92 98.6 89.6 89.7 91.4 

 20 90.8 90.9 97.7 89.2 88.7 90.4 

 25 89.9 90.1 97.6 88.8 88.6 89.7 

n                                                                 =0.33 

25 5 92.3 92.3 99.5 58.1 63.4 93.6 

 10 84.3 84.9 97.8 79.8 80 84.8 

 15 73 72.9 93.1 69.1 67.8 73.5 

 20 60.4 63.9 89.8 57.1 56.9 63.2 

 25 46.5 54.7 83.4 44.2 46.8 53.4 

n                                                                 =0.33 

50 5 94.3 94.4 99.5 69.8 76 93.9 

 10 89.8 89.9 98.4 85.8 86.3 89.6 

 15 82.4 82.7 97.2 80.1 79.4 82.5 

 20 78.6 79.4 94.5 76.6 75 78.8 

 25 70.2 71.7 92.7 67.6 66.1 71.1 

n                                                                 =0.33 

100 5 94.6 94.6 99.8 80.5 82.2 94.8 

 10 91.3 91.3 98.2 88.8 88.5 91.6 

 15 88.2 88 97.4 85.4 84.7 88.1 

 20 85.9 85.8 97.2 83.8 83 86.1 

 25 82.2 83 96.5 80.4 79.7 82.8 

n                                                                 =0.33 

200 5 94.8 94.8 99.7 86 86.5 95.1 

 10 93 92.8 98.9 90.7 91.6 93.3 

 15 90.5 90.3 98.5 88.8 88.7 90.6 
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 20 88.6 88.7 97.2 87 86.5 88.5 

 25 89.9 89.9 98 88.3 88.3 89.5 

n                                                                 =0.67 

25 5 92.7 92.7 99.7 55.6 63.6 92 

 10 83.9 83.4 96.8 79 79.2 84.6 

 15 73.3 74.1 93.9 69.6 68.6 73.6 

 20 62 65.4 89 56.5 58.3 65.2 

 25 48.7 54 82.8 46 46.6 53.5 

n                                                                 =0.67 

50 5 93.3 93.3 99.3 69.9 73.9 92.9 

 10 86.7 86.8 98.5 82.9 82.9 87 

 15 82.9 82.7 96.5 79.3 78.7 82.9 

 20 78.9 79.4 96.2 75.5 74.4 79 

 25 71.2 73.5 93.1 70 68.5 71.5 

n                                                                 =0.67 

100 5 94.6 94.6 99.5 81.4 81.2 94.5 

 10 92 91.9 97.4 89.3 88.9 92.5 

 15 88.1 88.2 97.6 85.9 85.7 88.3 

 20 85 84.9 96.9 82.8 82.1 85 

 25 81.7 82.3 95.8 80.3 79.5 82.1 

n                                                                 =0.67 

200 5 95.8 95.8 99.4 86.9 87.8 95.2 

 10 93.3 93.4 98.9 91.8 91.9 93.4 

 15 91.2 91.3 98.5 89.2 89.4 91 

 20 90.2 90.4 98.5 88.9 88.8 90.6 

 25 87.7 87.9 97.6 86.6 86.1 87.3 

n                                                                 =2 

25 5 91.4 91.4 99.5 57.5 64.1 91 

 10 82.5 82.2 97 78.9 79 82.8 

 15 71.9 72.2 93.9 68.2 67.2 72.2 

 20 60.7 63.3 90.9 57.8 57.2 62.9 

 25 48.3 57.6 86.3 45.4 50.2 56.9 

n                                                                 =2 

50 5 92.6 92.6 99.6 70.6 74.5 92.5 

 10 88 88.1 98.2 84.2 83.9 88.2 

 15 84.6 84.5 97.7 81.2 80.8 84.7 

 20 77.4 77.7 93.8 75.1 74.1 77.5 

 25 73.7 74.6 92.7 70.5 69.7 74.2 

n                                                                 =2 

100 5 94.1 94.1 99.5 79.7 80.8 95 

 10 89.9 90 97.7 86.7 86.8 90 

 15 87.4 86.9 97.8 84.9 83.9 87.4 

 20 84.2 84.5 97 82.4 81.4 84 

 25 82 82.9 96.5 80.9 80 82.4 

n                                                                 =2 

200 5 95.3 95.3 99.7 85.8 87.1 94.7 

 10 93 93 99 90.4 90.1 93.1 

 15 90.8 90.8 97.8 89.3 89.4 90.9 

 20 89.6 89.7 98.2 88.4 88.1 89.8 

 25 88.3 88.2 97.1 87.4 87.4 88.8 

n                                                                 =5 

25 5 90.6 90.6 99.2 57.5 62 90.9 

 10 85.2 85.2 97.3 79.6 79.8 85.3 

 15 73.4 74.8 94 69.9 68.7 73.7 

 20 61.3 64.9 89.6 58.1 57.6 64.1 

 25 47.2 54.3 82.3 44 46.1 52.1 

n                                                                 =5 

50 5 94.6 94.6 99.5 69.8 74 94.1 
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 10 88.2 88 98.5 83.4 83.5 88.8 

 15 81.8 82.6 95.6 78.4 77.6 82 

 20 77.2 78.5 94.9 74.7 74.3 77.4 

 25 72.6 74 92.2 70.1 69.1 73.3 

n                                                                 =5 

100 5 95.5 95.5 99.7 81.7 81.9 95.6 

 10 90.5 90.4 98.9 88 87.7 90.8 

 15 87.9 88.3 97.7 86 85.3 87.7 

 20 85.4 86 96.7 84 83.1 85.5 

 25 83.3 82.9 95.8 81.2 80.3 83.6 

n                                                                 =5 

200 5 96 95.9 99.8 87.1 88.1 95.7 

 10 93.7 93.7 98.6 91.1 91.3 93.5 

 15 89.8 90 97.7 87.9 87.3 89.4 

 20 89.4 89.3 97.3 87.6 87.6 89.3 

 25 89.4 89.6 97.6 88.4 88.2 89.6 

n                                                                 =10 

25 5 93.4 93.4 99.7 58.5 64.8 93.2 

 10 82.9 83.5 97.2 79.4 78.9 83.8 

 15 73.2 73.2 94 68.5 68 73.9 

 20 61.8 64.5 88.9 58.3 58.1 64.8 

 25 46.5 53.8 84.1 43.3 47.2 52.6 

n                                                                 =10 

50 5 94 94.1 99.5 70.2 72.5 93 

 10 88 87.8 97.9 84.8 84.6 87.9 

 15 81.7 82 95.8 79.5 78.7 82.3 

 20 79.3 79.5 95.6 76.1 75 79.6 

 25 72.9 74.9 92.7 70.3 68.9 74 

n                                                                 =10 

100 5 94.4 94.3 99.9 79 82.1 94.7 

 10 90.2 90.1 98.2 86.8 87.2 90.4 

 15 87.2 87.2 96.6 85.2 84.4 87.4 

 20 88.1 88.2 97.6 85.9 84.9 87.7 

 25 81.7 81.7 95.8 80 79.5 81.8 

n                                                                 =10 

200 5 96.6 96.6 100 86.9 87 96.6 

 10 93.2 93.1 98.6 90.7 90.6 93 

 15 91.7 91.7 97.8 89.4 89.9 91.7 

 20 89.9 89.7 98.2 88.4 87.8 90.5 

 25 88.2 88 97.4 87 86.6 88.1 

 
These G-PRM residuals are performed through the G-PD 

generated samples to determine the generated influential 

points. In order to determine whether to hold the influential 

point detection (in percentages) of the DFFITS in 

standardized and adjusted format with each G-PRM 

residuals in standardized and adjusted form, this simulation 

is repeated 10000 times. These simulations are conducted 

with the help of the R-software. Table 1, indicates the 

percentages of both residents identified by the two types of 

residents using the DFFITS, method. All of the G-PRM 

standardized residuals except the likelihood residuals detect 

the same influential points using the above-mentioned 

formulation. If ϕ is less than 0.04 then likelihood-based 

influence diagnostics perform better than other G-PRM 

standardized residuals. While DFFITS using likelihood, 

residuals perform as well as the G-PRM standardized 

residuals for ϕ ≥ 0.04 due to a higher percentage of 

influence detection than the other cases. Conversely, every 

adjusted form of G-PRM residuals performs the same in 

terms of identifying influential points, but it still performs 

worse than the standardized residuals for ϕ <0.04. While 

not outperforming the standardized G-PRM residuals, all 

adjusted versions of the residuals perform similarly for ϕ ≥ 

0.04. Additionally, it is discovered that influence detection 

rate using likelihood residuals is low for ϕ ≥ 0.04 and 

improves with adjusted residuals as the dispersion 

parameter value rises. 

Figures 1-5 displays the simulation results (for n = 25, 50, 

100, and 200 and influential observations 5, 10, 15, 20 and 

25) graphically. Because these residuals produce different 

results, we plot DFFITS for a graphical comparison using 

the standardized Pearson, deviance, and likelihood 

residuals, as well as the adjusted Pearson residuals For 
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comparison's sake, we take into account one of the other 

forms of all the standardized residuals and adjusted 

residuals since they produce comparable outcomes. 

Moreover, note that the influence analysis of the G-PRM 

residuals other than the influence analysis of the G-PRM 

residuals that are different does not affect the increase in the 

sample size. Another fact which is clear is that G-PRM 

dispersion parameter is always less than one. Therefore, the 

importance of likelihood residuals in the influence 

diagnostics in G-PRM is more evident as compared to the 

other G-PRM residuals. 
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Fig. 1.   Performance of the Gamma-Pareto regression model residuals using DFFITS, when influential observation is 5. 
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Figure 2.   Performance of the Gamma-Pareto regression model residuals using DFFITS, when influential observation is 10.    
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Fig. 3.   Performance of the Gamma-Pareto regression model residuals using DFFITS, when influential observation is 15. 
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Fig. 4.   Performance of the Gamma-Pareto regression model residuals using DFFITS, when influential observation is 20.   
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Fig. 5.   Performance of the Gamma-Pareto regression model residuals using DFFITS, when influential observation is 25.

IV. Application: Ardennes Data 

This time we applied a real-life application to gauge the 

success of the proposed approach. To do so, we have selected 

the ARDENNES data set and it was retrieved in Barnard et 

al. [14] and Amin et al. [4]. This data set's primary purpose 

was to identify the initial etch biopsy, i.e., starting point of an 

extracted layer of incisor enamel (Y) according to two 

explanatory variables for the data collected from 55 children. 

The etched depth (X1) was the first explanatory variable of 

those explanatory variables and was an expression in 

millimeters of the amount of calcium removed as a result of 

the etch biopsy. The second explanatory variable was the age 

of the children (X2) that was changed in the decimal system 

instead of the years and months one. However, the abnormal 

normal distribution does not aptly suit such a data set due to 

the positive skewness trend of the dependent variable. The 

probability distribution of the dependent variable is tested in 

the first step to determine the required regression model 

based on the analysis of Anderson Darling Cramer Mises, 

and Pearson chi square test (see Zhang, [41]; Evan et al., 

[25]; etc.). According to Table 2 we realize that data set 

ARDENNES suit G-PD perfectly. Thus we analyze 

influential points using the G-PRM and evaluate the 

performance of the G-PRM residuals. Based on the 

distribution fitting tests, we noted that G-PR model is closer 

to fitting this data set, the results can be seen in Table 2. 

Table 2. Goodness of Fit Distribution Tests for ARDENNES Data. 

Goodness of fit 

test (GFT) 

Probability Distribution 

 Gamma  Pareto Gamma-

Pareto 

Weibull  Weibull-

Pareto  

Normal Normal-

Pareto 

Anderson-

Darling (AD) 

Statistic 0.3553 0.8110 0.5832 0.5883 0.4897 1.0945 3.0023 

P-value 0.4699 0.0790 0.6145 0.1279 0.3451 0.0066 0.6340 

Cramer-von 

Mises (CVM) 

Statistic 0.0539 0.9823 0.5941 0.0725 0.1231 0.1405 0.7231 

P-value 0.4617 0.0012 0.7980 0.2542 0.0023 0.0311 0.0003 

Pearson chi-

square (PCS) 

Statistic 5.5454 11.430 15.967 7.7273 4.889 10.636 2.7350 

P-value 0.5937 0.5612 0.8070 0.3572 0.4432 0.1553 0.0654 

Gamma-Pareto Distribution (G-PD). 

 



156   Nasir Saleem, Atif Akbar, Muhammad Aman Ullah, and Khuban Meral 

Table 3. Detection of influential points (IP) with G-PRM Residuals 

IP detection methods G-PRM residuals 

Pearson  Deviance  Likelihood 

Index plots standardized residuals 5, 6, 48, 52 5, 6, 29, 48 1, 4, 5, 6, 7, 9, 10, 13, 16, 23, 

28, 29, 30, 48, 52 

Index plots adjusted residuals 5, 6, 48, 52 5, 6, 48 1, 4, 5, 6, 7,9, 10, 23, 28, 29, 

30, 37, 39, 41, 43, 48, 52 

Influential points (IP), Gamma-Pareto regression model (G-PRM) 

 
To determine the best regression model, we first test the 

dependent variable's probability distribution using the 

Anderson–Darling (AD), Cramer–von Mises (CVM), and 

Pearson chi-square tests (for more information, see Zhang 

[41]). Table 2 concludes that ARDENNES data are quite 

appropriate when fitted to the G-PD. Hence, the 

performance of G-PRM residuals is compared and the G-

PRM is used in detecting influential points. In order to 

determine the critical points according to DFFITS we split 

the G-PRM residuals into standardized and adjusted ones. 

Then we compare residuals of each and every data set. 

These above significant points detection methods have been 

forwarded in table 3 based on the standardized and adjusted 

G-PRM residuals. Table 3 shows that the 1
th

, 4
th

, 5
th

, 6
th

, 7
th

, 

9
th

, 10
th

,13
th

, 16
th

, 23
th

, 28
th

, 29
th

, 30
th

, 37
th

, 39
th

, 41
th

, 43
th
, 

48
th

, 52
th

 points are influential for the given data. Our 

applied methods use the standardized and adjusted residuals 

to identify these points. Index plots are used to display 

these results. In Figures 6 (a-f) and 7, an index plot for 

DFFITS is displayed. Table 4 shows that the 5
th

 and 48
th

 

points are the most influential, having a significant impact 

on the estimates of    and   , respectively. Removing these 

points results in a greater improvement in the coefficient of 

determination (   Efron). The 5
th

 and 48
th

 points were 

found to be influential in Amin et al. [5] GLM analysis of 

the same data. Moreover, in Table 5, the model coefficient 

summary is presented for full data with influential 

observation and after deleting, IP without influential 

observations. The aim is to detect influential observation 

using standard Statistical procedures leads to the best 

estimation and then forecasting of extracted layer of incisor 

enamel provided that etched depth and children age. The 

more the data is free from anomalies, valid the forecasting. 

 

 

Table 4. Absolute percentage relative change in the G-PRM estimates after deleting IP and       
  

                  

Influential points Percentage relative change in the G-PRM estimates 

 
      

 (0.7549) 

 
         

1 3.54644 9.57323 6.171059 0.3470 

4 24.27527 3.283381 19.2096 0.4547 

5 59.84056 8.539992 47.96717 0.2568 

6 4.677016 21.42682 20.67624 0.4894 

7 13.85418 8.243382 5.460256 0.4757 

9 5.775091 9.057438 6.615505 0.3459 

10 24.6791 1.72639 23.51832 0.1843 

13 13.23746 1.447899 10.24986 0.7479 

16 21.20687 3.666324 18.35904 0.7477 

23 15.55794 9.037685 23.87241 0.9458 

28 16.60801 0.459533 17.90606 0.4959 

29 40.84103 11.38833 26.68242 0.9385 

30 10.54146 4.537828 16.29676 0.4757 

37 0.703639 4.50067 6.240335 0.7478 

39 9.448029 4.726265 4.393694 0.4799 

41 10.62651 6.595186 3.75295 0.8948 

43 5.024344 6.693485 1.906002 0.7947 

48 72.48761 0.343848 66.85726 0.8928 

52 22.83891 8.268594 28.64051 0.8948 

(0.7549) represent the       
  of the full data 

Influential points (IP), Gamma-Pareto regression model (G-PRM) 
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Table 5. The G-PRM summary with and without influential observations 

Variables Full data After deleting, IP 

Estimate SE Z P-value Estimate SE Z P-value 

Constant 0.000734 0.000798 0.920294 0.011669 0.000902 0.00079 1.141903 0.018827 

   0.0003 0.00012 2.501856 0.015539 0.000325 0.000117 2.789297 0.007409 

   -0.5902 0.5827 -1.09113 0.080248 -0.00012 0.58150 -1.42429 0.000452 

 

Fig. 6.  Performance of the Gamma-Pareto regression model residuals using DFFITS ARDENNES Real data 
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Fig. 7. Index plot of DFFITS 

V. Conclusion 

The influential points affect the estimates, predicted values 

and inferences in regression modeling. It is essential to test 

the response variable's distribution before modeling. The G-

PRM, a particular kind of GLM, is employed if the 

response variable's probability distribution is the G-PD. In 

this paper we determine the influential points with the 

different types of graphical technique and with the different 

G-PRM residuals of DFFITS techniques. One would then 

compare using a real data set and a simulation study. We 

find that, the likelihood residuals are useful in detecting 

influential points compared to the other G-PRM 

standardized residuals when the dispersion is lower. When 

we are assessing their influence, the adjusted residuals of 

G-PRM are performing equally, and they do not outperform 

the likelihood residuals. The same can be said as far as all 

the standardized G-PRM residuals excluding the likelihood 

residuals carry out comparatively with the influence 

diagnostics in larger dispersion. In large samples with a 

dispersion close to one all standardized G-PRM residuals 

are approximately equal in terms of influence diagnostics 

and superior in influence diagnostics to all adjusted G-PRM 

residuals. Nonetheless, all the adjusted G-PRM residuals 

act the same when used in influence diagnostics, and they 

outperform (namely, they tend to be much smaller in 

magnitude) when compared to standardized G-PRM 

residuals when the value of dispersion parameter is large. 

As per the findings, it is also suggested that likelihood 

residuals could be used as opposed to other forms of 

residuals in the G-PRM in order to study the influence 

diagnostics of the G-PRM. Research recommendations in 

future, there are some dimensions that have not been 

touched yet. This paper discusses the results of influence 

diagnostics in the Gamma-Pareto regression model using 

identity link function. They may then be extrapolated to the 

influence diagnostics of the various GLM residuals and 

varied link functions of the G-PRM. 
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