# Solution of Fuzzy Non-linear Equation using Bisection Algorithm <br> Goutam Kumar Saha and Shapla Shirin* <br> Department of Mathematics, University of Dhaka, Dhaka-1000, Bangladesh <br> Received on 15.11.2011. Accepted for Published on 12.05.2012 


#### Abstract

In Classical Mathematics a non-linear equation can be solved by using different types of numerical methods. In this paper a new approach has been introduced to get approximate solutions of a fuzzy non-linear equation with the help of Bisection Algorithm. A non-linear equation over linear fuzzy real numbers is called a fuzzy non-linear equation. Finally, graphical representations of the solutions has also been drawn so that anyone can achieve the idea of converging to the root of a fuzzy non-linear equation.
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## I. Introduction

In algebra, it is easy to solve literal equations $f(x)=0$ of all degrees up to and including fourth. But we are not always able to get exact solution of equations. Besides this, no general method exists for finding the roots of this equation in terms of their co-efficient. One can use Numerical Methods to compute the roots of a non-linear equation to any desired degree of accuracy. A fuzzy linear equation can also be solved directly and the method has been discussed in [4]. But this method is not capable of computing a solution of FNLE. Here it is noted that a non-linear equation over linear fuzzy real numbers is called a fuzzy non-linear equation. In this paper a new idea has been introduced to solve a fuzzy non-linear equation with the help of Bisection Algorithm. Then, an example is also discussed and therefore, the approximate solutions, which are LFRNs, computed from each iteration are shown in a tabular form. The graphical representations of these approximate solutions of the fuzzy non-linear equation are depicted to achieve the idea of converging to the root of the FNLE. Finally, the precise solution of the fuzzy non-linear equation is obtained with the help of the proposed algorithm and its graphical representation has also been shown as well.

## II. Preliminaries

In this section some definitions have been discussed which are important to us for representing our main objective in the later sections.
Definition 2.1 [8] (Linear fuzzy real number, LFRN) Let $\mathcal{R}$ be the set of all real numbers and $\mu: \mathcal{R} \rightarrow[0,1]$ be a function such that
$\mu(x)=\left\{\begin{array}{l}0 \text { if } x \leq a \text { or } x \geq c \\ \frac{x-a}{b-a} \text { if } a<x<b \\ \frac{c-x}{c-b} \text { if } x=b \\ \frac{c}{c-b} x\end{array}\right.$

[^0]Then $\mu(a, b, c)$ is called a linear fuzzy real number with associated triple of real numbers $(a, b, c)$ where $a \leq b \leq c$ shown in Fig.1.1.


Fig. 1.1 Linear fuzzy real number $\mu(a, b, c)$.

Let $L F^{\bar{\pi}}$ be the set of all linear fuzzy real numbers. We note that any real number $b$ can be written as a linear fuzzy real number, $r(b)$, where $r(b)=\mu(b, b, b)$ and therefore $\mathcal{R} \subseteq L F^{\mathcal{R}}$. Now it is clear that $r(b)$ represents the real number $b$ itself. Operations on LFRN, fuzzy functions and fuzzy linear equations in $L F^{\mathcal{R}}$ are also defined in $L F^{\mathcal{R}}$ as follows.

Definition 2.2 [8] (Operations on $L F^{\bar{N}}$ ) For given two linear fuzzy real numbers
$\mu_{1}=\mu\left(a_{1}, b_{1}, c_{1}\right)$ and $\mu_{2}=\mu\left(a_{2}, b_{2}, c_{2}\right)$, we define addition, subtraction, multiplication and division by

1. $\mu_{1}+\mu_{2}=\mu\left(a_{1}+a_{2}, b_{1}+b_{2}, c_{1}+c_{2}\right)$;
2. $\mu_{1}-\mu_{2}=\mu\left(\alpha_{1}-c_{2}, b_{1}-b_{2} c_{1}-a_{2}\right)$;
3. $\mu_{1}, \mu_{2}=\mu\left(\min \left\{a_{1} a_{2}, a_{1} c_{2}, a_{2} c_{2}, c_{1} c_{2}\right\}, b_{1} b_{2}\right.$ $\left.\max \left[a_{1} n_{2} \cdot a_{1} r_{2} \cdot a_{2} r_{2} \cdot r_{1} r_{2}\right]\right) ;$
4. $\frac{\mu_{1}}{\mu_{2}}=\mu_{4} \cdot \frac{1}{\mu_{2}}$.

$$
\begin{array}{r}
\text { where } \frac{1}{\mu_{2}}=\mu\left(\operatorname{mic}\left\{\frac{1}{a_{2}}, \frac{1}{b_{2}}, \frac{1}{c_{2}}\right\},\right. \\
\text { medion } \left.\left\{\frac{1}{a_{2}}, \frac{1}{b_{2}} \frac{1}{c_{2}}\right\}, \max \left\{\frac{1}{a_{2}}, \frac{1}{b_{2}}, \frac{1}{c_{2}}\right\}\right) .
\end{array}
$$

Definition 2.3 [8] (Function in $L F^{\mathcal{R}}$ ) If $f: \mathcal{R} \rightarrow \mathcal{R}$ is a real-valued function and $\mu(a, b, c)$ is a LFRN, then the linear fuzzy real-valued function $\bar{f}: L F^{\mathcal{N}} \rightarrow L F^{\bar{R}}$ is defined as

$$
\bar{f}(\mu(a, b, c))=\mu(\bar{a}, \bar{b}, \bar{c})
$$

where $\bar{a}=\min \{f(c), f(b), f(c)\}$,

$$
\begin{aligned}
& \bar{b}=\operatorname{median}\{f(a), f(b), f(c)\} \\
& \bar{c}=\max \{f(a), f(b), f(c)\}
\end{aligned}
$$

We note that if $a=b=c$ then $\bar{a}=\bar{b}=\bar{c}$, i.e., $\bar{f}(r(b))=r(f(b))$. Hence $\bar{f}$ is an extension of the function $f$.

Definition 2.4 [8] (Linear equation in $L F^{\mathcal{R}}$ ) A linear equation over $L F^{\pi}$ is an equation of the form

$$
\mu_{1} \cdot \mu_{x}+\mu_{2}=\mu_{3}
$$

where the $\mu_{i}$ are $L F R N$ s for $i=1,2,3$ with a triple of unknown real numbers $\left(\alpha_{i} / \beta_{i}, \gamma_{i}\right)$.

Definition 2.5 [1] (Square root of a fuzzy number) Square root of a fuzzy number $\mu(c, b, c)$ is defined by

$$
\sqrt{\mu(a, b, c)}=\mu(\sqrt{a}, \sqrt{b}, \sqrt{c})
$$

where $a, b, c \geq 0$.
Definition 2.6. (n-th power of a fuzzy number) A fuzzy number $\mu(\alpha, b, c)$ of power n is defined by

$$
(\mu(a, b, c))^{n}=\mu\left(a^{n}, b^{n}, c^{n}\right)
$$

where $a, b, c \geq 0$.
Definition 2.7 [8] (Fuzzy non-linear equations in $L F^{\mathcal{N}}$ ) Fuzzy non-linear equations can be found in many applications, all the way from light diffraction to planetary orbits for example. In this section, we discuss how to solve fuzzy non-linear equations in $L F^{\mu}$. Thereby a solution $\mu_{x}$ in $L F^{\mathcal{K}}$ of a fuzzy a non-linear equation $\bar{f}\left(\mu_{x}\right)=0$ will be obtained where $\bar{f}: L F^{\mu} \rightarrow L F^{\mu}$ is a non-linear function.

For example $\mu_{x}^{3}+\mu_{x}^{2}-1=0$ is fuzzy non-linear equation.

## III. The Bisection Method to Solve Fuzzy Non-linear Equation

Solving nonlinear equations over the set of linear fuzzy real ( $L F^{\mathcal{R}}$ ) numbers of the form $\bar{f}\left(\psi_{k}\right)-0$ is possible with a modification of Bisection method over real numbers. To solve fuzzy nonlinear equation using this modified Bisection method over $L F^{\mathcal{R}}$, we have begun with two initial approximation for which $\bar{f}\left(\mu_{x}^{(0)}\right)$ have opposite sign. Let us assume that two initial approximations are

$$
\begin{aligned}
\mu_{1}^{(0)} & =\mu\left(c_{1}^{(0)}, b_{1}^{(0)}, c_{i}^{(0)}\right) \\
\text { and } \quad \mu_{2}^{(0)} & =\mu\left(c_{2}^{(0)}, b_{2}^{(0)}, c_{2}^{(0)}\right)
\end{aligned}
$$

for which $\bar{f}\left(b_{1}^{(0)}\right)$ and $\bar{f}\left(b_{2}^{(0)}\right)$ have opposite sign (say, $\bar{f}\left(b_{1}^{(0)}\right)<0$ and $\left.\bar{f}\left(b_{2}^{(0)}\right)>0\right)$. Hence the method generates the sequence $\left\{\mu_{x}^{(p)}\right\}_{n=0}^{n=0}$ by
$\mu_{x}^{(\omega)}=\frac{\beta_{1}^{(n-t)}\left(\mu_{2}^{(n-t)}\right.}{2}$ for $n \geq 1$
In first iteration if we get $\mu_{i}^{(1)}=\mu\left(a_{i}^{(1)}, b_{i}^{(1)}, c_{i}^{(1)}\right)$, then we find $f\left(\mu_{k}^{(12)}\right)$. If $f\left(\mu_{k}^{(12)}\right)=0$ we are done. If $f\left(\mu_{k}^{(12)}\right)>0$ i.e., $f\left(b_{1}^{(1)}\right)>0$ then we replace $\mu_{2}^{(0)}$ by $\mu_{s}^{(1)}$. If $\bar{f}\left(\mu_{x}^{(1)}\right)<0$ i.e., $\bar{f}\left(b_{1}^{(1)}\right)<0$ then we replace $\mu_{1}^{(0)}$ by $\mu_{s}^{(1)}$. Preceding in this way we find the approximations to the solution of fuzzy nonlinear equation $\bar{f}\left(\mu_{x}\right)=0$.
The stopping criterion of this method is $\frac{\mid r\left(b_{2}^{(p)}-i_{i}^{(0)} \mid\right.}{2^{\mathrm{n}}}<\varepsilon$, which gives on simplification
$n \geq \frac{\left.100_{2} \cdot \mid r\left(\mathrm{e}_{2}^{(m)}-\mathrm{c}_{2}^{(m)}\right) / \sigma\right)}{\log _{8} 2}$
Inequality (1.2) gives the number of iterations required to achieve an accuracy $\epsilon$. For example, if $\left\|r\left(b_{i}^{(0)}-b_{i}^{(0)}\right)\right\|=1$ and $E=0.001$, then it can be seen that $n \geq 10$.

## IV. Modification of Bisection Algorithm

Now the question arises, why the modification of existing algorithm is required. This is because of the formation of FNLEs which consist of fuzzy functions and LFRNs, whereas a non-linear equation consists of functions and real numbers.

To find a solution to $\bar{f}\left(\mu_{x}\right)=0$ given the continuous function $\bar{f}$ on the interval $\left[b_{i}^{(2)}, b_{2}^{(0)}\right]$ where $\bar{f}\left(b_{1}^{(0)}\right)$ and $\bar{f}\left(b_{2}^{00}\right)$ have opposite signs.

INPUT: Initial approximations are

$$
\mu_{1}^{(0)}=\mu\left(a_{1}^{(0)}, b_{1}^{(0)} \cdot c_{1}^{(0)}\right)
$$

and

$$
\mu_{2}^{(0)}=\mu\left(a_{2}^{(0)}, b_{2}^{(0)}, c_{2}^{(0)}\right)
$$

tolerance TOL; maximum number of iterations $n$.
OUTPUT: approximation solution
$\mu_{s}^{(m)}=\mu\left(a^{(n)}, b^{(n)}, c^{(n)}\right)$ or message of failure.
Step-1: Set $i=1$.

$$
F A=\bar{f}\left(r\left(b_{1}^{(0)}\right)\right)
$$

Step-2: While $i \leq n$ do steps 3-6.

$$
\text { Step-3: Set } \mu_{i}^{(n)}=\frac{\mu_{1}^{(n-t)}+\mu_{2}^{[n-t)}}{2}
$$

(Compute $\mu_{n}^{(\mathrm{mp}}$ )

$$
F P=\bar{f}\left(r\left(b_{k}^{(n)}\right)\right)
$$

Step-4: If $F P=0$


OUTPUT $\left(\mu_{x}^{(m)}\right)$.
(The procedure is successful.) STOP.

Step-5: Set $i=i+1$.
Step-6: IF $F A, F P>0$ then setting

$$
\mu_{i}^{(0)}=\mu_{x}^{(0 n-1)}
$$

$$
\begin{aligned}
F A & =F P \\
\text { Else } \mu_{2}^{(0)} & =\mu_{x}^{(n-1)} .
\end{aligned}
$$

Step-7: OUTPUT. ("The method failed after n iteration, n" n);
(The procedure is unsuccessful.)
STOP.
Example. Solve a fuzzy non-linear equation $\mu_{\alpha}^{3}+\mu_{s}^{2}-1=0$.

Solution: Suppose that $\bar{f}\left(\mu_{\alpha}\right)=\mu_{x}^{3}+\mu_{x}^{2}-1$.
If we use the interval
$\left[\mu_{1}^{(0)}, \mu_{2}^{(0)}\right]=[\mu(0.0 .5,1), \mu(0.5,1,1.5)]$, then equation (1.1) generates the sequence $\left\{\mu_{x}^{n}\right\}$ of approximate solutions as follows:

Iteration-1: $\quad \bar{f}\left(\mu^{2}\right)=\mu^{3}(0,0.5 .1)+\mu^{2}(0,0.5 .1)-1$

$$
\begin{aligned}
& =\mu(0,0.125,1)+\mu(0,0.25,1)-1 \\
& \quad=\mu(-1,-0.375,1)<0 \\
& \begin{aligned}
\bar{f}\left(\mu_{2}^{(0)}\right)= & \mu^{3}(0.5,1,1.5)+\mu^{2}(0.5,1,1.5)-1 \\
& =\mu(0.125,1,3.375)+\mu(0.25,1,2.25)-1 \\
\quad & =\mu(-0.625,1,4.625) \geq 0
\end{aligned}
\end{aligned}
$$

Hence root lies between $\left[\mu_{1}^{(0)}, \mu_{2}^{(0)}\right]$.
Then, we get $\mu_{3}^{(1)}=\frac{\mu_{i}^{(p)}+\mu_{2}^{(0)}}{2}=\mu(0.25,0.75,1.25)$,
Where $\bar{f}\left(\mu_{a}^{(1)}\right)<0$. So, the root lies between $\left[\mu_{2}^{(0)} \cdot \mu_{3}^{(1)}\right]$. In the same way we obtain the approximate solutions of $\bar{f}\left(\mu_{x}\right)=\mu_{x}^{3}+\mu_{x}^{2}-1=0$ which are shown in the following table.
(Update $\mu_{s}^{(0)}$ )

Table. 1. Approximate solutions of fuzzy nonlinear equation using Bisection algorithm.

| Iteration no. n | Root's interval | Root $\mathrm{m}_{\text {a }}(\mathrm{m})$ | Sign of $f\left(u_{n-2}\right)$ |
| :---: | :---: | :---: | :---: |
| 1. | $\left[\mu_{2}, \mu_{2}^{c}\right]$ | $\mu(0,25,0.75,1.25)$ | (-) ve |
| 2. | $\left[N_{2}+H_{2}^{(2)}\right]$ | $\mu(0.375,2.675,1.375)$ | (+) vi |
| 3. | $\left[4_{2}+H_{4}^{\infty}\right]$ | $\mu(0,3125,0.8125,13125)$ | (+) ve |
| 4. | $[42, ~ / 42]$ | $\mu(0.28125,0.78125,128125)$ | (+) ve |
| 5. | $\left[0_{0}^{1 a)} \cdot H_{0}^{(4)}\right]$ | $\mu(0.265625,0.765625,1265625)$ | (+) ve |
| 6. | $\left[42^{(2)}+u_{5}^{2}\right]$ | $\mu 10.2573125,07578125,12578125$ | $(+) \mathrm{ve}$ |
| 7. | $\left[N_{2}^{(2)}, H_{2}^{(3)}\right]$ |  | ( ) w |
| 8. | $\left[4_{2}^{(s)}, n_{i}\right]$ | $\mu(0.255359375,0.765859375,1255859375)$ | (+) ve |
| 9. | $\left[\mu_{8}, H_{2}\right]$ | $\mu(0.2543828120 .754882812 .1254882812)$ | (+) Ve |
| 10. | $\left[x_{0}, x_{2}\right]$ | H(0.254394531,0.75439453:1254394531) | (-) ve |
| 11. | [ $42,42 \mathrm{~L}$ ] | $\mu(0,254536671.0 .75463667 .1254638671)$ | (-) ve |
| 12. | [ $\mu_{2}{ }_{2} \mu_{2}(12]$ | $\mu(0,254760741,0,754760740,1254760741)$ | $(-)$ ve |
| 13. | [ $\mu_{2}, H_{24}$ (18) $]$ | W(0.254217760.7612217761251821776) | (-) vo |
| 14. |  | H(0.2543522940.754852294,1254852294) | (-) Ye |
| 15. | $\left[\mu_{2}{ }^{\text {P }}, \mu_{2}{ }^{(1+4}\right]$ | $\mu(0.254367563,0.764867553,1254867553)$ | (-) ve |
| 16. | $\left[4_{2}^{(4)}+H_{7}^{2}\right]$ | $\mu(0.2543751820 .754875182,1254875182)$ | (-) Ve |

From the above table it is clear that $\mu_{17}^{(15)}=\mu(0.254867553,0.754867553,1254867553)$ is the desired approximate root of the given equation. The graphical representation of the sequence of approximate roots are shown in Fig.1.2 and the optimum solution of FNLE is shown in Fig.1.3.


Fig. 1. 2. Graphical representations of approximate solutions of the given fuzzy non-linear equation.


Fig. 1.3. Graphical representation of optimum solution of a fuzzy non-linear equation given in the above example.

## V. Conclusion

In this paper a new approach has been introduced to solve a fuzzy non-linear equation (FNLE) with the help of Bisection Algorithm. However, by using this new approach a fuzzy non-linear equation (FNLE) is solved and also obtained the solution of the FNLE to the desired degree of accuracy which is the optimum solution of the given equation. We have also represented the approximate solutions of the FNLE graphically by which one can understand how the solutions converge to the required accuracy.
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