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Abstract 

The goal of the research work is to examine the improvement of numerical solution of VdP equation. The well-known VdP equation is 

governed by the second order nonlinear ODE and then solved numerically using the classical Runge-Kutta (RK) method, RK-Fehlberg 

method of order five, Verner method of order eight and Cash-Karp method of order six with nonlinear shooting technique. In this work, 

numerical simulations have been carried out using NVdP code which is written in MATHEMATICA. Also, the accuracy and efficiency of 

the solution of VdP equation using different RK methods with nonlinear shooting technique has been investigated. For analysis of accuracy, 

the approximate exact solution obtained by perturbation method is used for the comparison. It is observed that all the different RK methods 

give accurate result of the VdP equation. But the classical RK method shows slightly better performance than the other single step 

techniques. 
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I. Introduction 

Mathematics is considered as the language of science as 

mathematical equation can be used as a model in almost 

every physical scheme and indeed any occurrence in nature. 
Mathematical models can be linear/nonlinear but very few 

of them can be resolved analytically. To solve the nonlinear 

problem, we use numerical techniques that give fairly 

accurate solutions. 

Our concern in this work is to give numerical result of VdP 

equation of the form1-6 

𝑤′′ + 𝜇 𝑤2 − 1 𝑤′ + 𝑤 = 0, 𝑎 ≤ 𝑡 ≤ 𝑏 (1) 

𝑤 𝑎 = 𝛼 and  𝑤 𝑏 = 𝛽 (2) 

Here the “prime” denotes the derivatives with respect to 𝑡. 
Here, the solution 𝑤 𝑡 is an oscillator with a linear spring 

force and a nonlinear damping force.In this case, we 

consider𝜇 > 0. When𝜇 = 0, the Eq. (1) reduces to 𝑤′′ +
𝑤 = 0 and 𝑤 𝑡 = 𝑐1 cos 𝑡 + 𝑐2 sin 𝑡 is a solution of this 

second order ODE.The damping is negative for  𝑤 < 1,and 

for this reasonit increasesthe amplitude of motion. True 

damping is occurred for  𝑤 > 1 and the motion decreases. 

All of these lead to the case of oscillations, where the 

system begins at small 𝑤, is thrown to large 𝑤 by the 

amplification, and is then damped back to small 𝑤.A 

damped oscillatory patternof the solution 𝑤(𝑡)depends on 

the value of µ. 
"Shooting method has some advantages for solving the 

nonlinear differential equations. It requires a minimum 

problem analysis and preparation. Moreover, the method is 

quite general and applicable to a wide variety of nonlinear 

differential equation"4.For these advantages of shooting 

method and noticeable attention of the VdP equation, the 

numerical solution of VdP equation with nonlinear shooting 

technique is studied. 

There are various methods which can be applied in solving 

nonlinear BVP in engineering and fluid mechanics. In this 

work, the VdP equation is solved by different numerical 
single step methods such as RK method of order four, RK-

Fehlberg method, Verner method and Cash-Karp method 

with nonlinear shooting technique and also analysis of the 

numerical results is presented for different values of 𝜇 by 

using these different numerical methods. Finally, efficiency 

of different RK methods is tested with approximate exact 

solution which is obtained by perturbation method6 and a 

conclusion has been made about the performance of the 

methods. 

II. Shooting Method 

The shooting method is a technique that is used to solve the 

BVP. In this method by choosing the arbitrary value for 

derivatives of desired function in staring time and 

converting BVP into initial value problem (IVP). In starting 

time, the method chooses an arbitrary value of the one end 

of the IVP. Solution starts at one end of the BVP and 

„shoot‟ to the arbitrary value of the IVP until the boundary 

condition at other end hit to its correct value. More details 

are described in7. 

Consider the second order nonlinear boundary value 

problems (BVPs)7: 

𝑤′′ = 𝑓 𝑥,𝑤,𝑤′ ,𝑎 ≤ 𝑡 ≤ 𝑏,𝑤 𝑎 = 𝛼, and 

𝑤 𝑏 = 𝛽 

(3) 

Let 𝑤(𝑡, 𝑧𝑘) be the solution of the IVP: 

𝑤′′ = 𝑓 𝑥,𝑤,𝑤′  , 𝑎 ≤ 𝑡 ≤ 𝑏,  

 𝑤(𝑎) = 𝛼,𝑤′(𝑎) = 𝑧𝑘  

(4) 

To approximate the solution 𝑦(𝑡, 𝑧), we define a function 

𝐹 𝑧 = 𝑤 𝑏, 𝑧 − 𝛽 

If F has a root z then the outcome 𝑤 𝑡, 𝑧  of the 

corresponding IVP is also a solution of the BVP. In the 

shooting method, we will use single step methods and also 

Newton Raphson method.  

Newton Raphson (NR) Method: NR method is a method for 

finding the roots of a function. The NR method begins with 

a real valued function J which is defined at 𝑢 ∈ ℝ and 

choose an initial guess 𝑢0 for finding the root. The general 

formula of NR method is 

𝑢𝑘+1 = 𝑢𝑘 −
𝐽 𝑢𝑘 

𝐽′ 𝑢𝑘 
,𝑘 = 0,1,…. 

The process is repeated until we get our desired root. The 

details are also given in7. 

Introduction of Single Step method: The general R-stage RK 
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is defined by8 

𝑤𝑚+1 = 𝑤𝑚 + 𝑣 𝑔 𝑡𝑚 ,𝑤𝑚 ;𝑣 , 
𝑣 = (𝑏 − 𝑎)/𝑚,  𝑡𝑖 = 𝑎 + 𝑝𝑣, 𝑝 = 1, 2,… ,𝑚, where v is 
called a step size. 

𝑔 𝑡,𝑤; 𝑣 =  𝑏𝑑𝑘𝑑

𝑅

𝑑=1

 

𝑘1 = 𝑔 𝑡,𝑤  

𝑘𝑑 = 𝑔 𝑡 + 𝑣𝑐𝑑 ,𝑤 + 𝑣 𝑎𝑑𝑙𝑘𝑙

𝑑−1

𝑙=1

 ,𝑑 = 2, 3,… ,𝑅 

𝑐𝑑 =  𝑎𝑑𝑙

𝑑−1

𝑙=1

, 𝑑 = 2, 3,… ,𝑅. 

The coefficients 𝑐𝑑 , 𝑎𝑑𝑙  and 𝑏𝑑  are conveniently represented 

in a Butcher tableau9 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Runge-Kutta 4th Order Method:Classical RK methodis 

referred as a member of the family of Runge–Kuttamethods. 

It represents the solutions corresponding forthe case R = 4. 

The formula of the RK4 method is as follows 

𝑤𝑖+1 = 𝑤𝑖 + 𝑣 (𝑏1𝑘1 + 𝑏2𝑘2 + 𝑏3𝑘3 + 𝑏4𝑘4), 

𝑘1 = 𝑔 𝑡𝑖 ,𝑤𝑖  

𝑘2 = 𝑔 𝑡𝑖 + 𝑐2𝑣,𝑤𝑖 + 𝑎21𝑘1𝑣  

𝑘3 = 𝑔 𝑡𝑖 + 𝑐3𝑣,𝑤𝑖 + 𝑎32𝑘2𝑣  

𝑘4 = 𝑔 𝑡𝑖 + 𝑐4𝑣,𝑤𝑖 + 𝑎43𝑘3𝑣  

The Butcher tableau: 
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Runge-Kutta-Fehlberg Method (RKF5):In mathematics, the 

RK–Fehlberg is a procedure for solving an ordinary 

differential equation numerically. This method was 

introduced by Fehlberg10 and is considered as the large class 

of RK techniques. This method is an embedded form of the 
RK family. 

The Butcher tableau for the Fehlberg method of order four 

is 
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Runge-Kutta-Verner Method (RKV8):An example of a 7- 
stage method with a 8-stage error estimation was developed 

by Verner11. The Butcher tableau for the Verner method is 

shown below: 
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1
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1

4
 

      

2

9
 −

2

81
 

4

27
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40

33
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4

11
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56

11
 

54
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1 
−

369

73
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219
 −

12285
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2695

1752
 

   

8

9
 −

8716

891
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297
 

39520

891
 −

416

11
 

52

27
 

0   

1 3015

256
 −

9

4
 −

4219

78
 

5985

128
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539

384
 

0 693

3328
 

 

 57

640
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−

16

65
 

1377

2240
 

121

320
 

0 891

8320
 

2

35
 

Cash Karp Method (RKCK6):The Cash–Karp method is an 

algorithm for solving “ODEs numerically” and it was 

developed by Cash12. It is a member of the family of RK 

techniques and considered as a higher order RK method for 

solving ODEs.  

c A 

   𝒃𝑻 
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https://en.wikipedia.org/wiki/Ordinary_differential_equations
https://en.wikipedia.org/wiki/Numerical_analysis
https://en.wikipedia.org/wiki/Runge%E2%80%93Kutta
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The Butcher tableau for this method is 
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1
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9
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44275
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0 250

621
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0 512
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III. Results and Discussion 

Consider a second order nonlinear boundary value problem7 

𝑤′′ =
1

8
 32 + 2𝑡3 − 𝑤𝑤′ , 1 ≤ 𝑡 ≤ 3 

with 𝑤 1 = 17, and 𝑤 3 = 43/3. 

It is solved numerically for the validation of our proposed 

MATHEMATICA code by using the RK4, Fehlberg, Verner 

and the Cash-Karp methods with nonlinear shooting 

technique. The numerical results are also compared with 

exact solution.  

𝑤 𝑡 = 𝑡2 +
16

𝑡
 

It is observed that all the solutions with different numerical 

methods give good approximation compared with the exact 
solution, which is shown in Table 1. However, after 

comparing the results with exact solution, it can be 

concluded that Verner method and Cash-Karp method gives 

more accurate result compared to the other methods. 

Table 1. Numerical results of different Runge-Kutta methods with shooting technique. 

t RK4 Fehlberg Verner Cash-Karp Exact 

1.0 17.00000000 17.00000000 17.00000000 17.00000000 17.00000000 

1.2 14.77354215 14.77333070 14.77333333 14.77333333 14.77333333 

1.4 13.38996856 13.38856706 13.38857143 13.38857142 13.38857143 

1.6 12.56255367 12.55999435 12.56000000 12.56000000 12.56000000 

1.8 12.13224617 12.12888226 12.12888889 12.12888888 12.12888889 

2.0 12.00372040 11.99999262 12.00000000 12.00000000 12.00000000 

2.2 12.11637206 12.11271934 12.11272727 12.11272727 12.11272727 

2.4 12.42983769 12.42665837 12.42666666 12.42666666 12.42666667 

2.6 12.91620491 12.91383766 12.91384615 12.91384615 12.91384615 

2.8 13.55556307 13.55427718 13.55428571 13.55428571 13.55428571 

3.0 14.33333333 14.33332491 14.33333333 14.33333333 14.33333333 

 

Here the VdP equation (1) is considered for the purpose of 

comparing the numerical solution based on RK4, Fehlberg, 

Verner and Cash-Karp method with approximate exact 

solution6using the boundary condition 𝑤 0 = 0,𝑤 20 =

1 and the domain 𝑡 = 0 to 𝑡 = 20 is subdivided into 800 

points at which the numerical approximations of VdP are 

estimated. 

exact solution = a0  cos𝑡 + 𝑏0  sin𝑡 

+μ  −
𝑏0

3
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𝑏0a0

2
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−
μ a0

32
 5 b0

2 − 7a0
2 + 16  sin𝑡 

+μ𝑡  
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2
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2

4
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2
 1 −
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2 − a0

2

4
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+
μ b0

8
 

b0
2 − a0

2

4
− 1 cos3𝑡 +

μ a0

8
 

3 b0
2 − a0

2

4
  sin3𝑡 

 

Fig. 1. Comparison of different numerical solutionswith exact 

solution for 𝜇 = 0.01. 
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Fig. 2. Variations of absolute errors with t for 𝜇 = 0.01 

 

Fig. 3. Variations of absolute errors with t for 𝜇 = 0.03 

 

Fig. 4. Variations of absolute errors with t for 𝜇 = 0.05 

 

 

Fig. 5. Variations of absolute errors with t for 𝜇 = 0.07 

 

Table 2. Numerical results for 𝝁 = 𝟎.𝟎𝟏 

t RK4 Fehlberg Verner Cash-Karp Exact
6 

0.0 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 

1.0 0.964356893 0.982964194 0.982964200 0.982964200 0.861666664 

2.0 1.041108344 1.060206887 1.060206895 1.060206895 0.931693565 

3.0 0.161164437 0.163942303 0.163942305 0.163942305 0.145255152 

4.0 -0.861229393 -0.875274773 -0.875274778 -0.875274778 -0.783643996 

5.0 -1.090077663 -1.106782028 -1.106782036 -1.106782036 -0.993778289 

6.0 -0.316933833 -0.321442587 -0.321442593 -0.321442593 -0.290629249 

7.0 0.742374109 0.752253999 0.752254000 0.752254000 0.687723641 

8.0 1.116515466 1.130232334 1.130232342 1.130232342 1.036991452 

9.0 0.464226350 0.469421575 0.469421583 0.469421583 0.433154689 

10.0 -0.610379140 -0.616665631 -0.616665631 -0.616665631 -0.575549292 

11.0 -1.120231106 -1.130571207 -1.130571214 -1.130571214 -1.059976995 

12.0 -0.600168294 -0.60504928 -0.60504929 -0.60504929 -0.569876961 

13.0 0.468057669 0.47147048 0.471470477 0.471470477 0.449152636 

14.0 1.101500202 1.108285729 1.108285735 1.108285735 1.061763201 

15.0 0.722154994 0.725803846 0.725803857 0.725803857 0.697907191 

16.0 -0.318392621 -0.319766917 -0.31976691 -0.31976691 -0.310907731 
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x0.0

0.2

0.4

0.6

0.8

1.0

error

cash karp

verner

fehlberg

RK4

0 5 10 15 20
x0.0

0.2

0.4

0.6

0.8

1.0

error

cash karp

verner

fehlberg

RK4

0 5 10 15 20
x0.0

0.2

0.4

0.6

0.8

1.0

error

cash karp

verner

fehlberg

RK4

0 5 10 15 20
x0.0

0.2

0.4

0.6

0.8

1.0

error

cash karp

verner

fehlberg

RK4



Classical and Higher Order Runge-Kutta Methods with Nonlinear Shooting Technique for Solving  47 
 

 

17.0 -1.061047125 -1.06431157 -1.064311575 -1.064311575 -1.041802022 

18.0 -0.827905348 -0.829522556 -0.829522568 -0.829522568 -0.814473149 

19.0 0.164478382 0.164729227 0.164729218 0.164729218 0.163476736 

20.0 1.000019138 0.999999960 0.999999962 0.999999962 1.000000000 

 

The following observation can be made from the above 

findings: 

 The solution of VdP equation (1) can be found only for 

the parameter0.01 ≤ 𝜇 ≤ 0.07,𝑎 = 0, 𝑏 = 20 and 𝛽 =
1.For𝜇 > 0.07, many difficulties such as machine 

overflow in finding the numerical solutions of Eq. (1) is 

observed. But if we take 𝑎 = 0, 𝑏 = 60 and 𝛽 = 0.1, 

thenthe results can be obtainedusing different single 

steps methods as discussed above for large values of µ, 
where µ can be considered up to 40. 

 Solution of VdP equation (1) shows relatively same 

graphical behaviorwith oscillatory pattern compared 

with the approximate exact solution6 for every value of 

µ. This is shown in Fig. 1 for 𝜇 = 0.01. 

 Figs. 2-5 show that the classical RK4 method gives 

relativelylower absolute error compared to the other 

methodsfor allvalues of µ. However, theabsolute errors 

obtained by the Fehlberg, Verner and Cash-Karp 

methods are almost same for different values ofµ.Also, 
if we divide the interval into 200 interior points, then 

RK4 gives more accurate results which is shown in Fig. 

5; for 𝜇 = 0.01. That is if we increase the step sizes 

then RK4 give less absolute error and the other methods 

give relatively same error as earlier. 

 The numerical results of different methods with 

approximate exact solution presented in Table2 also 

show that RK4 method gives slightly better result 

compared to other ones. 

IV. Conclusions 

In this study, a second order nonlinear Van der Pol equation 
with boundary conditions have been considered. This 

nonlinear equation has been solved successfully by 

employing classical RK, RK-Fehlberg, Verner, and the 

Cash-Karp methods with nonlinear shooting method to 

obtain the numerical solutions. The numerical results 

display the accuracy and efficiency of the proposed 

techniques by using MATHEMATICA code in solving the 

VdP equation. For the comparison purpose, the approximate 

exact solution which is obtained by perturbation method6 

has been used and also respective error bounds are 

presented. From the graphical representations, it is seen that 
the oscillatory pattern of the solution of VdP equation 

relatively same for different parameters  of  µ  by  using  the 

different single step methods. Also, it is found that the 

solutions obtained by classical RK technique are more 

accurate than RKF5, RKV8 and RKCK6 methods for 

different values of µ. But for smaller time-step, all the 

discussed methods have given relatively same results. So, 

we may conclude that that all the numerical methods with 

shooting technique give good numerical solution of VdP 

equation. 
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