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Abstract

In this paper we have proposed a Weibull Markoweveal process to model earthquakes occurred in eshd Bangladesh from 1961 to
2013. The process assumes that the sequence lofugites is a Markov chain and the sojourn timeibigion is a Weibull random variable
that depends only on two successive earthquakesestimated the parameters of the models along tréthsition probabilities using
maximum likelihood method. The transient behavibearthquake occurrences was investigated in detaitl probability forecasts were
calculated for different lengths of time intervaing the fitted model. We also investigated thé&atary behavior of earthquake occurrences
in Bangladesh region.
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I. Introduction pertained to the phases of accumulation and relefse
. . .ener characterizing a given seismogenetic source.
Bangladesh has become tectonically active due $o i 9y 9 9 Mogel .
2 . - . herefore, a Markov renewal model fits this conjeet
position adjacent to the very active Himalayan frand . : . .
better in comparison with other approaches avalablthe

continuing deformation in nearby parts of Southtéesia. literat The phvsi f thauak i tthat
The country is exposed to strong shaking from aetgiof lerature. The physics of earinquake genera latesttha
the risk of an immediate strong earthquake incieaser a

earthquake sources that may produce tremors of itnagn ; i .

8 or greater on Richter scale. Therefore, manesinf Cerain elapsed time. Under these assumptions, retdVa

Bangladesh are vulnerable to major earthquake tdisasdeveloped a Markov Renewal model to forecast eastkep

(Cumming; Sarker et af). in Turkey assuming stationarity of the process. I&/hi
) emphasizing on transient forecasting of earthquakes

In Bangladesh, devastating large earthquakes ¢essioften.  1,rxey Garavaglia and Paviinproposed a modified version

Nevertheless, if it occurs, it may affect largezas and have of the Markov renewal model developed by Alvatez

substantial I_ong-term economic EﬁECt.S' On the T8t 130y renewal models have also been employed inyma
moderate sized earthquakes occur In every few Yeal%eas, for instance, in natural hazards analysisif¢lla-
Thereupon, the government has given special engplusi ! i

growing awareness about earthquake among massepeoﬁ'eorglou and Lettenmaiéy Asaduzzaman and Ldﬁj’

The government has also improved the national eaate survi\l/al ana_lysis _(Dabrowska et h“b, gansponation (Gilbert
monitoring system. However, practically the courigystill etal."), engineering (Ghosn and MoSgsetc.

far behind from the least preparedness level te fach a In this paper, we have developed a stationary Weibu
hazard. This study has developed a forecasting Ined®d Markov renewal model to forecast earthquake ococee
on a stochastic counting process approach deentiag fin Bangladesh. The following section narrates tharkdv
earthquakes occurred in and around Bangladeshgdthi® renewal chain (MRC), the Weibull Markov renewal rabd
period of 1961 to 2013. and its likelihood construction and parameter estiom. A
brief description about source of data, variablew a
exploratory analyses of the variables is giveneictisn 3. A
fveibull MRP model is fitted using the data and hssare

Earthquake modeling and forecasting through stdithas
processes have received immense attention in ts¢ p
couple of yeag_s eg. Vere-Jgﬁe@gaté,Ogaté, Ogaztlﬁoi discussed in section 4. The detailed probabilitgdasts of
Zhuang et al.’; Ogata et al.} Schognbergg Alvarez™; earthquake occurrences are specified and asymptotic
Garavaglia and Pavdr). Ogatd investigated trigger and properties are also demonstrated in this sectionallf,

epidemic type models for evaluating aftershock 88G8S  some concluding remarks are mentioned in section 5.
emerging from earthquakes using a Japanese data set

Subsequently, adding the spatial components, attudle |1. Markov Renewal Chain

and longitude, Ogataproposed a point-process model forconsider a random system that evolves in time dsidsv
earthquake occurrences. Zhuang et pioposed a space- some states from a finite state spAce {1,..,S}. Let
time branching process model to decluster earttmuakJ: {J,:m>0}be a chain with state spaEavhich
occurrences. Besides these intensity based mddalkov  represents the system state at tite jump, andS =
renewal models have also become popular for maglelins . 5 > 0} to be the time until theth jump has occurred

earthquake occurrences (e.g., AlvafpzGaravaglia and with » € . We suppose thag, = 0and 0 < S, < S, <
Pavant’). A sequence of earthquakes for a given seismic S, <Spi1.. We definex,=s,-S5,_,for all

region can be modeled by either Poisson or renevedel. 4, >0, and X, =0as such the random variable=
Since the Poisson process is inherently memory-iessay {X,, := 0}is the sojourn time in statg,_, before thenth
not be appropriate to capture the characteristiés @ump. The procesg, X) = {(J,.,X,,) : n = 0} is said to be
earthquake occurrences. A Markov renewal process & Markov renewal chain (MRC) for ath > 0,4,7 € E,
preferable as it assumes that the sequence ofqeakés is andX,, € R* if it satisfies the following condition

* Author for correspondence. e-mail: asad@isrt.ac.bd
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P(Jn1 = 4:Sne1 = Sn = Znsa|do...dni So...S1) <
= PTas1 = 4 Sns = S = sl = ) HiGtn11) = Py < X0l = 0 = ) 1i(D).
=1

Assuming(J, S) as a homogeneous Markov renewal chaidYow using the conditional expectation, we can esprihe

we see tha{J,, : n = 0} is also a homogeneous Markoyunconditional  distribution  functions in terms of eth
chain known as the embedded Markov chain (Emc§onditional distribution functions (see PykeLimnios and

associated with the MRQJ,S). The transition probability priant®for details) in simplified notation as follows:

matrix of J,,, denoted by = {(p,;), 4,7 € E}, is defined as M

follows: Hi(x) = z p”Fu(x) (4)
pq::P(tjnﬂ =4lJ, =4),4,€EE,n=0, j=1

Assuming that the process is homogeneous by tinte afhe means of the conditiongb;;) and unconditiona(n;)
aperiodic (i.e. ergodic), there exists one and oohe distributions of sojourn times can be expressege&svely

stationary distributionr = (m;, 1, ) where as follows
vij = fxdFij(x) and ni = fdel(x),
7 = lim P(J, = 1do = ) = lim p, The equation (4) leads fo the folowing relation:
is independent of. Thenm; is the unique non-negative e equation (4) lea ?V, 0 the Tollowing refation:
solution of _
M M N = ) DijVij- 5)
_ _ P j=1
= anm, Z m=1 Lj€E. () Likelihood Estimation of Weibull Markov Renewal Model
=1 =1

Let (jo, j1, X1, ) Xo—1, jr X, ) bE @ realization of the Markov
renewal process over the time windfWT], where t
represents the number of states visited dufih@] andJ;
indicates the last event. The sojourn time betwthenlast
event and” isx, that can be treated as censored,xi.e>
[T — (xy + -+ x,_1)]. Then the conditional likelihood,

1. f;;(), the conditional distribution of,,,,, given o = j,, can be expressed using equation (3) as
. . follows
fij(xn+1) =PXp+1 = Xnsaldn = L, Tns1 = s o .
and
2. F;(), the conditional cumulative distribution &f,, ,, Uo) L:o Pivitsa ivsinn ”1)] kzlp“k[ o (o)

. = < _ _
FL] (Zns1) = P(Xpye = Xng1|lTn = 6L Tner = 4) The comesponding log-likelihood function can bpressed
= Zf ) by the following equation
= L.

In MRC, we are interested in two types of sojouimet
distributions: the conditional distributions depeond the
next state to be visited and the sojourn time ithistions in a
given state. The conditional distributions of sejodimes
can be given by

= -1 -1
LetQ = (Q(k); k € Mbe the cumulative semi-Markov [(j,) = z 1n(pji_ji+1) + z ln[fjl.,jm(xm)]
kernel defined, for all,j € E andk € IV ,by i=o =0

D b= ij,k(xf)] S®
k=1

k
Qij(k) =P(Uys = S &Xn41 < ki, =1) = qij(l)- +1In

=0
Then we obtain, f;; (k) = q”—(k) pij # 0 2
Pij We have chosen the Weibull distribution to modekiin
Using equation (2) the semi-Markov kernel verifigge ~Occurrence times of earthquakes due to havingahelulity

following relation of generalization that makes it able to examinefithef the

qi:(6) = pif; (), Forall i,j € E and k € N such that nested sub- models. For a Weibull MRP, the prokgbil
ij — #ijlij ’ ’

pij # 0. 3) density function of inter-occurrence times for s#ion from

i toj are given by
The sojourn time distributions in a given statgiigen by

i o \Fii~L i\ Fij
. . . . . . fij(x) = i<i) exp [<_i) ], Aij, Uij >0,i,j €
1. h;(*), the sojourn time distribution in state Hij \Hij Hij
hi(ns1) = P(nr = Xngalln = 0) 1.2,..,5} ™
and where «;; and y;are shape and scale parameters,

. . . . ... .. . respectively. Using equation (7) in equation (6§ @btain
2. H;(), the sojourn time cumulative distribution in,e congitional log-likelihood function of a Weibtflarkov
stater, renewal model that takes the following form



A Markov Renewal Chain Model for Forecasting Eaudkes in Bangladesh Region

ajj

) _ Xi; a;j—1
1Go) = Tz Inpy; + St In [ () ]
InA=1spjz, kexp—xrp/z, kT, k

Xy
Hij

T—

_y7-1
i=

aij
=0y
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The maximum likelihood estimates of the parametgrs
a;; andy;; are obtained by maximizing the conditional log-
likelihood function given in equation (8).

Probability of Occurring an Event during a Time Interval

Once a Markov renewal model is fitted, it is poksito
forecast the probability that the next state of ghecess ig
after timet* being known that the last state waand the
time ¢, passed by the last occurred event. Under the
postulates, the probability of the next event camgiven by

P(t™, jlto, 1) = P(Jns1 = Jj, Xni1 <to +t"Un =1L, Xpeq = to)
i,j€{12,..,5}

©)

whereJ,, is the state of the last eveft, ; is the state of the
next event,X,,, is the time already passed by the las
occurrence to the moment at which the forecastaidentis
the time period for which the forecast would beadted.
Therefore, equation (9) becomes

[Fyj(to+t")—F;;(to)]p;
Yh=1[1-Fir(to)lpix

Average Recurrence Time

LT (10

The expected number of steps to return to the gtitethe
first time, starting from the same stgtds defined as the
mean recurrence time for the stgteThe mean return time
of a Markov renewal process for statean be obtained by

1 S
pbi = Ez Ty Nk-
k=1

Where n,,k =1,2,..s is defined in equation (5), and
n = (my, ..., my) IS the unique stationary distribution of the
embedded Markov chaify,,,n > 0}.

I11. Data Source, Variablesand Exploratory Statistics

an

The data used in this study were collected from akaed
National Seismic System (ANSS) catalog which istédy
the Northern California Earthquake Data Center (RCE-
http://www.ncedc.org/anss/cata log-search.html)e €harth-
guakes occurred in Bangladesh and its surroundieg a
(18°N — 29°N Latitude and 86° E — 95° E Longitudejing
the period of 1961 to 2013 were taken into accommbodel
earthquake occurrences.

Table 1. Frequency distribution of earthquakes

Type  Symbol Magnitudd{y) Number of
earthquakes
Smal S <4Ft 87t
Medium M 45-5.75 693
Large L >5.75 28
Total 159¢
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The number of earthquakes in the aforementionetbgber

was 1596. We have mainly focused on two variables,

namely, the inter-event time (the time intervalviedn two
successive events) and magnitude measured in tériously

wave magnitude scale. The body wave magnitQtig)

refers to the way of determining the size of antheprake
using the amplitude of the initid-wave to calculate the
magnitude. In general, this measurement scale ghinale
is used to calculate the severity of those eartkegiavhich
are measured at distances greater than 600 km.

In accordance with the severity measuredvn we define
earthqaukes of our dataset into three categoriewmlls
garthquake@’, < 4.5), medium earthquakés5 < M, <
5.75 and large earthquake#s>5.75. According to this
classification, the data contain 875 small eartkgqea 693
medium earthquakes and 28 large earthquakes (Tgble
The magnitudes of earthquakes are plotted agamst in
Fig 1. The histogram of magnitude of earthquakeg &
shows that moderate size earthquakes occurredeindgin
tBangIadesh.

Histogram of magnitude of earthquakes
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Fig. 2. Plot of magnitudes of earthquakes against time

1970

The following matrices present the number of obsérv
transitions from one state to another state andnnatar-
occurrence times (rounded in days):

S M L
. S/559 307 8
Number of transitions = M<307 369 17>,
L\ 8 17 3
S M L
" - . _S/710 12 11
ean inter-occurence times = | (1= 1 oo
L\11 18 43
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It is observed from the transition matrix that maxim
transitions occurred in state S to S and minimumlver of
transitions occurred igtate L to L. Consequentlthe mean
inter-occurrence time bame shorter between two smal
earthquakes (SS) whereas it became longer between

large earthquakes {kL).

IV. Fitting an MRC and Forecasting Earthquakes

We have provided some descriptive measures in
previous section to understand the nature of eaatke
occurrences in Bangladeshhe following assumptions ¢
made while fitting an MRC to our dataset.

1. The sequence of earthquakes is a Markov chair
the interoccurrence time depends only on the ty
of the last and the next event;

2. sojourn or intemccurrence time is a random varia
which follows Weibull distribution; ar

3. The longer the inteoccurrence time for transitic
from the statei to the stée j is, the higher th
probability that the transition happens.

The definition of the states visited by the procéseng its
evolution is required to know to apply a Markov eeml
model. In this study, three different states hagenbdefinec
based orthe severity of earthquakes: small (S) earthqu
with magnitude less equal to 4.5, medium (M) earthes
with magnitude ranging from 4.5 to 5.75 and lardgg
earthquakes with magnitude greater equal to 5.Hesd
three states S, M and L constitute tarkov chain of the
Markov renewal process. With a view to satisfyirtge
above assumptions made, we have opted to tregirtioess
from a parametric perspective by proposing thaer-
occurrence times follow Weibull distribution wittpecific
scale andshape parameters depending on the typs
transitions. Owing to three types of earthquakegaty (S,
M, L) ={1,2,3}, the number of possible transitioissnine.

Table 2. Testsfor a sequence of nested models

. Number of P
M odel Description parameters log L value
Weibull
MRC Full Weibull 24 140¢ -
(Model 1)
Reduced = Qs =, =
H 11— %12 =421 T
(Model 2) Q31 =A3 =033
RestJ)Cﬁd Ay1= Qgp =1 =
Weibu Ayp= Ay3; K
MRC @3 =3, =035 and 16 141C 0.830
(Model 3)  p1,= py3 =pizq
Reduced %11~ %12 =21 =
- A= A3,
V\K/?;chu” A31 =03, =033 and 15 1412 0.051
(Model 4) ~ H12% Hiz Zha
Ha1 =H22
Reduced %11~ %12 =21 =
! A= A3,
V\K/T;?bg” Q31 =A3p =A33; 14 -141¢  <0.001
(Model 5) 127 Fas =Ha1
Ha1 =Haz

Md. Mohsan Khudrand Md. Asaduzzaman

Therefore, a full Weibull MRGnodel for the data used in
this study requires six parameters for transitioobpbility
matrix corresponding to nine transitions (the revimg three
parameters can be obtained underréstriction that the row
sum equals to one), nine scale and nine shape ptres
corresponding to nine different transitions for thmer-
occurrence times. We have also fitted different et®dy
reducing the number of parameters of the Wei
distribuion. Five such important models are given
Table 2.
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Fig. 3. Comparison between empirical (s-function) and

estimated (dashed line) distributions of the i-event times of

earthquakes

We have performed the likelihood ratio test ar-values
show that Model 1 (full Weibull) can be transforme
Model 4 by appropriately choosing the scale andps
parameters. However, 6 further reduction of params
(Model 5) is not feasible as it creases the likelihood
significantly(p-value < 0.001). Therefore, we deem Mod!
the best model for further analysis. A graphicahparison
is also made to check the fit of the Weibull distitions
through plotting empirical distributions along wittie
estimated distributions of the in-event times of
earthquakes for each transition type (Fig As the fitted
line is closer to the empirical line, it may bednked that the
data do not contradict the choice of Model 4.Ughngfitted
model (Model 4) we obtain the following estimates
parameters of the transition probability matrix ¥PP,
shape parametessand scale parameteu.

S M L
P S <O.640 0.351 0.009>
M| 0.443 0.532 0.025

L \0.286 0.607 0.107

S M L

a= S (1.07 1.07 1.94)
M| 1.07 1.07 1.07 |

L\1.43 143 1.43
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S M L
9.88 1237 12.37>

S
M(16.88 16.88 26.43
L \12.37 20.56 46.97

and i =
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probability of occurring an L is higher than th&tam S or an
M when the last event was an M. Both situationsaienthe
same fort, = 30and 60 days.

Table 4. Probability of occurrence of next event

Fitted mean inter-occurrence times (in days) fochea g5 uated for different t* with t,=45 days given last event

transition type are given in the following matrix

wasan S
s 150 i\’lz 1L1 Forecast probability
Mean inter- occurence times(in days) = M<16 16 26) t* S-S S-M S-L
LML 1943 15 days 0.391 0.246 0.209
o ot sooun s o onbite oy utr by 0dme 0455 0305 0
that of a medium ea?thquake (M) o? a large egrtth(a) 45 days 0.466 0320 0209
given that the last event is S. We see that thet nex 60 days 0.467 0.323 0.209

earthquake will be of type S with 64% chances aiypé M
with 35% chance or of type L with 0.9% chance & tast
earthquake is a small one according to the TPM. itved
earthquakes (M) are more likely to occur being kndhat
the last event is M or L. The stationary probaieit
(equation 1) of a small, a medium and a large qagke are
55%, 43% and 2%, respectively. It may be noted that
mean observed inter-occurrence times nearly caéscia
the fitted mean inter-occurrence times for eaclegaty of
earthquakes.One of the major objectives of thislysia to
obtain the probability forecast (equation 10) okinevent
using the fitted model. The probability of occugima
specific type of earthquake (S/M/L), being knowmttthe
last earthquake was S or M or L, has been evalufated
different values of elapsed timét,) and time ahead
(t*)(Table 3).
immediately (t0 = 0) after the last earthquake thas an S
are 0.369; 0.450; 0.464 and 0.467 for 15; 30; 45 and 60
days, respectively. We see that the probabilitpafurring
an S is higher than the probability of occurringMior an L
knowing that last event was an S for different ealwft,

It is observed that the likelihood of occurring aype of
earthquake goes high with the increaseé*oln accordance
with our data set, the last earthquake occurred aves.
Therefore, it would be interesting to forecast tiext event
given that the last event was an S for differentes of
t*andt, = 45 since 45 days have been elapsed since the last
earthquake. Results are presented in Table 4. i&bpility

of occurring an S within the next 15 days is thghkeist
which is 0.391 given that the last event was a bkmal
earthquake (S).The corresponding probabilitiesaqigening

an M and an L are 0.246 and 0.209, respectively taed
situation remains the same fdr= 30, 45 and 60 days.

The average recurrence times (equation 11) for ggueh of
earthquake (S/M/L) using Markov renewal model hbgen

The probabilities of occurring an Scomputed (Table 5). The results indicates that niean

recurrence period for a large earthquake is thbeasigwhich
is about 2 years and it becomes the lowest for allsm
earthquake(24 days) .

Table5. Recurrence periods for each type of earthquake

andt*. On the other hand, the probability of occurrimgla Types of A iod (in d

is higher than that of an S or an M given that thst earthquake verage recurrence period (in days)
earthquake was an L. The situation remains the samall Small (S) 24

the values ot, andt* considered in this study. Medium (M) 31

Table 3. Probability of occurrence of next event for Large (L) 758

different t* and different tygiven the last state

Forecast probability

V Conclusions
Earthquake occurrence has become a great threat for

Last eventin S Last eventin M Last eventinL
to (d;*ys) ss sM sL Ms wmM ML Ls Lm LL Bangladesh as seyeral major cities of the county a
15 034 023 016 014 o021 o017 005 o008 o.14exposed to high risk of large earthquakes. A Weibul
o 30 045 030 021 020 030 028 006 014 03lMarkov renewal model has been proposed to caphee t
days 45 046 032 021 022 034 034 007 017 046 . .
60 047 032 021 023 035 037 007 017 0.58earthqyake occurrences in Bangladesh. The_: modapisble
15 039 024 021 015 023 019 006 013 0.260f testing several nested hypotheses, for instambether
30 30 046 031 021 021 031 029 007 0.16 045
Gas 45 047 032 021 023 034 035 007 o017 o0ss'€ Process can further be reduced to a sub-mavel.
60 047 032 021 023 035 038 007 017 oee0ptimal model has been chosen to obtain probability
15039023 021 015 023 019 006 014 03lfgrecasts of different types (small, moderate ogda of
60 30 046 031 021 021 031 030 007 017 051 ; . i X
days 45 047 032 021 023 034 036 007 017 oe3earthquakes for various lengths of time intervahgshe
60 047 032 021 023 035 040 007 017 o069dataset of earthquakes occurred from 1961 to 20he.

results indicate that the probability of occurrinrgpderate
earthquakes is considerably high in the Bangladega.
Furthermore, the country has also a high risk afuatng
large earthquakes in every two years. We beliea tie
results emerged from this paper would be helpfulthe
planners for drawing inference and taking necessary
measures to face earthquake hazards.

The forecast probabilities that the transitionta type M to
M will happen within 15 and 30 days immediatelyeafthe
last event that was an M are 0.209 and 0.301, céspby.

The probability of occurring an M is higher thamtlof an S
or an L when the last earthquake was an Mtfoe 0 and
t*=15 and 30. Fot, =0 and t*=15and 60, the
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