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Abstract

This paper improves a game theoretic algorithmaeetlops its computer oriented program ustRTHEMATICA for solving two person
zero sum game problems. The algorithm and commlgetbra are drawn upon mainly from two sources,aharthe papers H. K. Das,
Saha and Has3nH. K. Das and Hasébeing able to solve two person zero sum game problgith single payoff elements. We do a
comparative study of the current algorithm and cai@ptechnique with the papers We show that the current technique is better than
papers %in saving labor and time for solving two person gasmoblems by analyzing a number of numerical exasap

Keywords: Game Theory, Pure and Mixed strategy, Dominangesdr Programming, Computer Algebra.

I. Introduction
The individual most closely associated with theatimn of

Game theory has been widely recognized as an ianptort
tool in many fields. Since 1950's a lot of scholaesre been

the theory of games is John Von Neumann, one of tifone on game theory and is continuing today to av@ithe

greatest mathematicians of the 20th century. Algfhoothers
preceded him in formulating a theory of games -ahlyt
Emile Borel - it was von Neumann who published #28
the paper that laid the foundation for the theofytweo-

existing game theory methods and to develop new
techniques or models. This paper deals with sudstieg
techniques and LP model and their modification. iBax
game theory models and real life applications Bustiated

person zero-sum games. Von Neumann's work culminatd? this paper. There are some methods to solvetwtioe
in a fundamental bodk on game theory. Other discussiond®€rson zero-sum game but all of those cannot beeapip

of the theory of games relevant for our presenppses may
be found in the text bodk **and papers.

The concepts of game theory provide a language

solve all type of game problems. Each of them itable for
particular cases. A modification of two personaeum
game method is improved which is the pivotal ofsthi
f@search. We will also develop relevant computetectn

formulate structure, analyze, and understand sfi@te combine the existing methods througATHEMATICA®”.
scenarios. The key fact seems to be that whenemer o

player’'s strategy is predictable, the opponent teke great
advantage of this information to improve his pasiti
Therefore, an essential feature of a rational pdarplaying
a game such as this one is that neither playerldghmuable
to deduce which strategy the other will use. Hercehis

Rest of the paper is organized as follows. The iQedt,
briefly discuss on some relevant existing methods f
solving game problems. The section Ill, describes
rectangular 2x2 game briefly. The prime goal onSketion

IV describes on the mxn game, algorithm and Progrenm

case, rather than applying some known criterion fd&ode. In Section V is based on the computational

determining a single strategy that will definitdlg used, it is
necessary to choose among alternatives acceptaiiegses
on some kind of random basis. By doing this, neifiiayer
knows in advance which of his own strategies wélused,
let alone what his opponent will do.

This suggests, in very general terms, the kind pgreach
that is required for games lacking for the manuatedure.
So far several authors namely BahsBrowrf, Meyersofr,
Davis', Nisart?, Mayer'®, Hofbauef, H.K. Das' ¢ ** *’Karak
and many other authors proposed different typekeufretical
discussion of game problems with their stratedes. Das®
discuss computational procedure of game theoryt kfiothe
authors did not discuss the whole problem compsbhely.
Hence if we collect data as field work includingitahing,

experiments.
II. Existing Methods of Game Problems

In this section, we present some existing techrdgior
solving two person zero sum game problems withrthei
merits and demerits.

Graphical method

Graphical method may be used whenever one of tlee tw
players has only two (undominated) pure strategies.
Actually, this method advices us to reduce the igi2&n or
2xm game to a much simpler 2x2 game since everyaZxn
2xm games contains a 2x2 sub-game such that thmalpt
minimax strategies for the 2x2 sub game are alsonap
minimax strategies for the 2xn or 2xm game, withoze

advertisement, campaigns for competing products a’i‘)‘#obability assigned to each column not in the Zx®-

planning war strategies for opposing armies. Tis#s@tions

are in contrast with the ones we have studied savfere

nature is viewed a no malevolent opponent. If orRetes to

win then he must to solve these data to find tte@ttegies and
game value. Then he takes a decision. But if tHeatimn is a

lot of pay-off then hand calculation is very handdatime

consuming. This suggests us, in very general terofis,
computational procedure of game problems whiclnésfact

of combined computer technique.

* Author for correspondence. e-mail: hkdas_math@udbd

game.
Algebraic method

In this method we find the mixed strategies bygshstem of
equation solves. If the system of equations inisberst,
then we conclude that at least one of the inedeslis a
strict inequality. This system concludes a numbér o
equations that is very difficult to solve for mavariables.
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Method of sub-games

In this method sub-divides the 2xn or mx2 game iato

number of 2x2 games. Each of these sub-gamesvisdsbly
any method and then optimum strategies are seleTtad
method is limited for 2xn or mx2 games. For thigsan, in
the large game problems it will be failed.

Matrix method

This method solves mxn game problems quite effiien
Firstly, it takes two matrices for the players @hdn needs
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player Ilis ¥ :( :1;] where,

* — D22—P21 (1 b)

P11+P22-P12=P21 '
X*o=1-x*1 (1C)
I 7 SR

y*l_P11+P22—P12—P21 (1d)
y*o-1-y*1 (L.e)

These will be optimal minimax strategies for playesnd

to find row oddments and column oddments which sospjayer |1,

much more time compared with other methods in adse

higher orders. If the sum of row oddments is edoathe
sum of the column oddments then we can find thérabt
strategies for the players, otherwise the methibgl fa

Iterative method

One of the most practical methods for solving thizsge
games which are not reducible to smaller converserd is
Iterative method or Brown'’s algorithm. Its calcidet is not
so much tedious and hard. But, it gives an appratem
solution for the value of the game. To get the ropti
strategies, it assumes that each player acts utider
assumption that the past is the best guide touttuee.

Dominance method

This is very important method to reduce the garre sf the
payoff matrix. If no saddle point is found in a gathere is
no single safest strategy for each player. In tage, a
mixture of strategies is used and this is donehig/ ethod
on the payoff matrix which can be reduced if ip@ssible to
eliminate certain strategies by dominance. Themnltiag
reduced game can be solved for finding mixed sate
Theoretically and practically, it is true to deailttwmany
game problems which are in higher dimensions cguain
great trouble for finding the optimal solutions vitheir
strategies.

lll. Rectangular 2x2 Game

In this section, we present a brief discussion abxp
rectangular game problems. Let be the probability for
player I, plays row Il with i =1,2, and leflye the probability

for player Il plays column jwith j=1, 2. Since
Player Il
Player | [Pn pu] (1.a)
P21 P22

71%=1 an&7_, y;=1 so we can write 5%1- x; and y-1
-Y1
Then examine the payoff matrix for a saddle pdinbne or

more exist, the optimal minimax strategies are pur%“x1

strategies. They are obtained by playing the rod@iumn
a saddle point is in with probability 1, and theetrow and
column with probability 0. The saddle point is nexarily
the value of the game. If a saddle point does Rist,ethen
we have to follow the following procedure. The o

strategy of player | is¥ =(*'

X*2

) and the optimal strategy of X

Finally the value of the game is

UEX*Y*apyn X5 (12Y*1) paa(1-X%1) Y apar+ (1-xF)(1-
Y*2 )22 - R

IV. Formulation of MXNGame Problems

In many applications, one needs to compute bagitisos
of a system of linear equations. In this paper,oudine a
procedure for finding two strategies of a system nof
equations in n variables and develop a computereghare
using the computer language MATHEMATICA. For this,
possible, we first reduce the given pay-off matrix using
the Dominance Method and then applying Minimax-Maxm
method to find Game value. But in case of dominance
checking and a modification is mention in here.uatly, we
will not completely finish the dominance checkinither it
may have scope to do this. After that, we conved t
dominance result into (2.a) and (2.b) to find trstiategies.
Finally, we will solve (2.a) and (2.b) by using silex
method.

Discussion of MXN game

Any two person zero sum game with mixed strateggesbe
solved by transforming the problem to a LP. Leg thalue
of game isv. Initially, player | acts as maximize and player
Il acts as minimize. But after transforming somepstwhen
we convert the LP then inverse the value of the egafor
this objective function also changes.

Cosider the optimal mixed strategy for player IkpEcted
payoff for player Il 22, Y7 pijy;x;and the player I
strategy (X Xo, .. ,Xm) is optimal if Z?;lz}l:lpijiji <v

for all opposing strategies i.e. player | is;¥y. . . Yn).

Finally, we have the followng forms for the playérand

player | respectively.

Player Il :
Maximize%:x1+x2+................... AXn
Subject to,
HP1Xo F AP S L
PorX1 HP2Xo Feviieiiiiee X <1
...(2.a)
PmiX1 FPmaX2 Feenieniiiieie e pnXn <1
FXoF B =1

and x=0 forj=1,2, ......... n.
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Player I: b Sep V: Find the mixed strategies for player Il using
L (1.d) and (1.e).
Minimize == yi+yot. oo +Yn
v b Sep VI: Finally, we have to get value of the game by
Subject to, (1.f). Otherwise, go to Step 4.
PiiY1 P21 Vo Feveiiiei e PnYm= 1 Sep 4: Search the minimum element from each row of the
reduced payoff matrix and then find the maximunmelat
O R O 7 T +PnoYm > 1 of these minimum elements.
(2.6) Sep 5: Search the maximum element from each column of
T 7/ T T +PnnYm > 1 the reduced payoff matrix and then find the minimum
_ element of these maximum elements
Vit Yot +y, =1
Sep 6: For the player |, if the Maximin less than zerorthe
andy=0fori=1,2, ................ m. find k which is equal to addition of one and abseialue of

We can solve (2.a) and (2.b) by suitable LP methath as Maximin.

usual simplex method or Big M simplex method omtal-  Step 7: For the player Il if the Minimax less than zeretth
dual simplex methdd But we will solve (2.a) and (2.b) by find k which is equal to addition of one and absekalue of

using simplex method by using computer code. Minimax.
Algorithm of MXNgame Sep 8: If Maximin and Minimax both are greater than zero
then k0.

In this section, we first propose a combined atpaniwhich

first implement the dominance rule to reduce thegaf the Sep 9: Finally, to get the modified payoff matrix addifkg
linear system of equation Ax=b>@ for the generalizations with each payoff elements of the given payoff matri
MXnNgame and is powerful for the large game proble
and then we apply rectangula2x?2 game, Minimax-
Maximin and Modified matrix. Finally, to find thdrategies
of two players we use another algorithm. Computer technique of MXN game

m§ep 10: Then to find the mixed strategies with game value
of the two players, follow the following algorithm.

Sep 1 If the given pay-off matrix i2% 2 then go to Step 3 The Program in this Section is the general progfam
otherwise go to step 2. mXnN game problems corresponding to the above
algorithm. This algorithm and computer techniqueaost
the original game problems into reduced matrix (Rdf)
modified matrix(MM) form. This RM or MM payoff matt

Sub Step a: Each value in the dominating rows must bés used in the following Section for finding theitrategies
greater than or equal to the corresponding valuethef with the game value.

dominated rows.

Sep 2: Eliminate all recessive rows and columns of the- pa
off matrix by the following Sub step.

Algorithm of Player | and Player |1
Sub Sep b: Delete the dominated rows. ) . .
In this section, we present our computational pdace

Sub Step ¢: Each value in the dominating columns must bgycorporated with simplex method in terms of soteps for

less than or equal to the corresponding value @& thinging the both players strategy with the gameueairom
dominated columns. the modified matrix.

Sub Sep d: Eliminate the dominating columns. Sep (1): Take the modified payoff matrix for the player II

Sub Sep e If all row and column checking complete then g@nd player | and the value of k.
to Step 4. Sep (2): We will get equations (2.a) and (2.b) for the play

Sep 3: If the reduced pay-off matrix % 2then find the |l and player | respectively.

Game value with their strategies. Sep (3): We take input for player Il from the equation §2.a

Sub Sep I: Search the maximum element from each row

the reduced payoff matrix of equation (1.a). leep (4): Define the types of constraints. If all are of

type go to step (6).
Sub Step I1: Search the minimum element from each colum
of the reduced payoff matrix of equation (1.a).

Sub Sep I11: If they coincide then the value of the game iSUP-Step (1): Express the problem in standard form.
V= Maximin element=Minimax _element. Then Stop. &h g gep (11): Start with an initial basic feasible solution in
we fail to get such value, go to Sub Step IV. canonical form and set up the initial table.

Sub Step IV: Find the mixed strategies for player | usinggp-step (111): Use the inner product rule to find the relative
(1.b) and (1.c). profit factors¢; as followst, = ¢; — z; = ¢; - (inner product

Yep (5): We follow the following sub-step.
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of cg and the column corresponding £p in the canonical Table 1. 3x3 payoff matrix games

system).
Sub-step (IV): If all ¢, <0, the current basic feasible

solution is optimal and stop. Otherwise selectrtba-basic

variable with most positive; to enter the basis.

Sub-step (V): Choose the pivot operation to get the table an

H. K. Das
Cal. I 1] 11l
USA
1 4% 1% -3%
2 3 1 6
£ -3 4 -2

basic feasible solution.
Sub-step (VI): Go to Sub-step (lll).

Sep (6): At first express the problem in standard form b%

introducing slack and surplus variables. Then esgréhe
problem in canonical form by introducing artificiedriables

Determine the optimum strategies for the oil coniggn

Solution: Best strategies for A (Bangladesh Oil Co.) = (1/4,
/2, 1/4), Best strategies for B (Caltex) = (27/92/92,
/92), and Value of the game (for A) =7/4.

Numerical Example 2

if necessary and form the initial basic feasibleison. Go Ty candidates in an election campaign selectezbthities

to Sub-step (l11).

Sep (7): If any ¢, corresponding to non-basic variable i
zero, the problem has alternative solution, take ¢elumn
and go to Sub-step (V).

Sep (8): Finally, we find all the stratigies for playerif in
corresponding their right hand side (RHS) and atias of

as crucial and potentially worth a last visit. Angy report

dndicates the estimated gain ( in thousand votes) f

candidate A as follows. Find the priorities of e#fito be

visited by both the candidates. Satisfy that thieievas 1/3
for either of the candidates.

Table 2. 3x3 payoff matrix games

player | is in corresponding th& = c; — z; of the slack
variables.

Sep (9): Calculate the value of the object functions facle

feasible solution.

Can. Bj | Il 1]
Can. A
1 12 -9 14
2 -8 7 12
3 11 -10 1C

Computer technique of MXN game

The Program in this Section is the general comput
technique which is used to find two players strategh the

Solution: Best strategies for candidates A = (5/12, 7/12, 0)
Best strategies for candidates B = (4/9,5/9,0) #r&lgame

%ﬂue 1/3.

game value from the modified matrix formxn game Numerical Example3 o
problems. The developed computer technique is ndf'® Payoff matrix of a game is given below.

presented here for the page limitations.
V. Computational Experiments

The efficiency of our technique claimed from therye
beginning in this paper is exhibited in the follogithrough
numerical experiment.

Test Problems

The problems are presented here draws upon maioly f
two sources, namely the papers H. K. Das, Sahdasdn;
H. K. Das and Hasdnwhich illustrate the implementation

and advantage of the current procedure.
Numerical Example 1

Two oil companies, USA Oil Co. and Caltex, opergtin a
city, are trying to increase their market at thpemnse of the
other. The USA Oil Co. is considering possibilitied

Table 3. 4x5 payoff matrix games

Player E L fm v (v
Player A
I 913 |1 8 0
Il 6|5 |4 6 7
1l 214 |3 3 8
\Y 5|6 |2 2 1

Find the best strategy for each player, and theevaf a play
of the game to A and B.

Solution: The value of the game is 4. The strategy for pléye
is [0, 1, O, O]. Also the strategy for player BGs0,1, 0, 0].

Numerical Example 4

Find the game value and the strategies the follgwgeime
problems.

decreasing price, giving free soft drinks on Rspdchases Taple 4. 4x4 payoff matrix games

of oil or giving away a drinking glass with each Hfler
purchase. Obviously, Caltex cannot ignore this eoches
out with its own program to increase its sharenim market.
The payoff matrix forms the viewpoints of increagior
decreasing market shares is given in table below.

A I Il

AIWN IR
oO|l~hjwWw
AN IN
OlRNDd
0O~ O
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Solving this game problem by the method of LP, Wwseove
that, both the players strategies does not workgitg. So
we don't predict which payer will be winning. But we
solve this problem by our combined propose algorithen
it will be solved without any haphazard situation.

Solution: The game value is 8/3, Player A strategies is (0,

2/3, 1/3) and Player B is (0,0,2/3,1/3).
Numerical Example 5

Dhaka University (DU) and Glasgow University (GUWea
setting up their strategies for the 2011 intermatio
championship university basketball game. Assessthg,
strengths of their respective “benches” each caachp up
with four strategies for rotating their players idgr the

game. The ability of each team in scoring 2 posited

pointers, and free throws is a key factor in deteimg the

final score of the game. The following table sumizes the
net points GU will score per possession as a fanadf the

different strategies contemplated by each team:

Table 5. 4x4 payoff matrix games

Solution: The game value is 5 and player A strategies is
(0,0,1,0,0) with Player B is (0,1,0,0,0).

Numerical Example 8
Consider the game with the following pay-off matrix

Table 8. 3x3 payoff matrix game

A I I 1]
B
1 3 -4 2
2 1 -3 -7
3 -2 4 7

Solve the above game problem with their strategies.

Solution: The game value is 4/13 and player A strategies is
(6/13, 0, 7/13) with Player B is (8/13, 5/13, 0).

Numerical Example 9
Consider the following pay-off matrix.

Table 9. 3x3 payoff matrix game

A | I ]
B
1 1 -2 3
2 1 3 -2
3 4 2 1

GU GU, GU, | GUs | GU,
DU

DU, 3 -2 1 2
DU, 2 3| -3 0
DU, -1 2 | 2 2
DU, -1 -2 4 1

Solve the above game problem with their strategies.

Determine the strategy for the championship gamé aolution: The game value is 1.33 and player A strategies is
which of the teams is projected to win the chamgigp?

(1/6,0,5/6) with Player B is ( 0,1/3,2/3).

Solution: The game value is .5, Player DU strategies are (Bumerical Example 10
0.5, 0, .5) and Player GU is (0.14, 0.34, 0.2750.2

Numerical Example 6

Consider the game with the following pay-off matrind

the game value with their strategies.

Table 6. 3x4 payoff matrix games

Three homeowners — a carpenter, an electrician @and
plumber — agree to make repairs in their three lsormbey
agree to work a total of 10 days each accordinghto
following schedule.

Table 10. 3x3 payoff matrix game

Perf. Work Carp. Elec. | Plum.
A I I I v
B Days of work
1 3 6 1 4
2 5 2 4 2 Carpenter 2 1 6
3 1 4 3 5 Electrician 4 5 1
Solution: The game value is 13/4 and player A sgiass is Plumber 4 4 3

(1/8, 1/2, 3/8) and Player GU is (1/12, 5/12, 0,

Numerical Example 7

Find the game value and the strategies the follgwgeime

problems.

Table 7. 4x5 payoff matrix game

A

AWINF T

N[O W~

oju|h|lw

(N[N

wlio|o|~N

(OO~

Determine the optimum strategies for the owners.
Method comparison

We introduce here that some existing method mdy fait
our single framework is successful in those sitreti Let, S
stands for Success and F stands for Fail. In thewfimg

table, we see that there are some methods to Hwvavo-
person zero-sum game but not all of those methadsbe
applied to solve all type of problems. Each of them
suitable for particular cases. In briefly, examlalso fails
for the Matrix method.
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Table 11. Accuracy of the algorithm
No: Alstablished method
. . Minimax ) Ref. 5 Ref. 6 Cur(ent
Dominance LP Graphical  \aximin Iterative algorithm
1 F S F F less accuracy S S S
2 S S F F less accuracy S S S
3 S S F S less accuracy S S S
4 S F F F less accuracy S F S
5 S S F F less accuracy S S S
6 F S F F less accuracy S S S
7 S F F S less accuracy S F S
8 F S F F less accuracy S S S
9 F S F F less accuracy S S S
10 F S F F less accuracy S S S

Coding comparison

We give a time comparison chart for the efficiesodé our
combined computer technique with the some develop

computer techniques.

configuration as: Processor: Intel(R) Pentium(RpDaPU

Table 12. Accuracy of the computer techniques

e
C
Also, we use the computer

E2180@2.00GHZ2.00GHZ, Memory (RAM):1.00 GB and
the System type: 32-bit operating system. To fine tun

time of our implementation code we use “TimeUsed[ ]
mmand and we define time consuming by TC.

Characte

Referenc’and Our Progra

Brown’s Prograr

Numerical Examplt

No. 9

Reference problem No. 5.1.9 and current exar

Reference problem No. 5.:

Computer informatio

Processor: Intel(R) Pentium(R) Dual CI
E2180@2.00GH2.00GHZ, Memory (RAM):1.00
GB and the System type: 32-bit operating system.

48 K bytes core storag
IBM 370/168 computer

Iteration Number Third 500
Result Exact Approximation
Time 0.272 seconds 0.51 seconds

Table 13. Accuracy of the computer techniques

Number Manugl _ To_tal coding _ To_tal coding Total coding time in th_e
Calculation time in reference 5 time in reference 6 current computer technique
1 TC 0.376 0.276 0.126
2 TC 0.134 0.123 0.101
3 TC 0.48: 0.38: 0.25:
4 TC 0.389 F 0.121
5 TC 0.354 0.234 0.124
6 TC 0.297 0.287 0.12¢
7 TC 0.464 F 0.145
8 TC 0.34¢ 0.23¢ 0.101
9 TC 0.27:2 0.21: 0.121
10 TC 0.072 0.054 0.033

VI. Conclusion

This paper improved a game theoretic algorithm an@

developed its computer-oriented program for solving

person zero sum game problems. A comparative dtady
presented here and discussed the changes steppyTse

program developed here is a powerful computer fecien
number of numerical examples illustrated in thégper to
emonstrate the developed computer technique.
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