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Abstract

The Hodgkin-Huxley model is the first successfukimeanatical model for explaining the initiation amepagation of an action potential in a
neuron cell. In this paper we reinvestigated thelgkin-Huxley model through computer simulation atefermined the threshold potentials
by applying different types of stimulating inpugsals. To implement the work, a computer progranofithie Hodgkin-Huxley model was
written in MATLAB programming language. The actipatentials of neuron cells were checked and thesttold potentials of the neuron cell
for specific types of stimulating input signals weabulated with an aim to utilize these valuedd@xperiment on neuron cell in future.
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ionic channels etc. which were not addressed phpmr

Our present day understanding and methods of neurgfe HH model.

excitability have been significantly influenced hkthe In this paper we have reinvestigated the HH moddlaill

landmark work of Hodgkin and HuxI&). The Hodgkin- present the outcome of our works.

Huxley(HH) model has far reaching impact on manyII The Model

different life science sub-disciplines. These ideunot only '

neurophysiology but also endocrinology, muscle eerdiac  The Hodgkin-Huxley (HH) model is based on the idleat
physiology, and developmental biology. Hodgkin andthe electrical properties of a segment of nerve brame
Huxley formulated their famous model assuming @ can be modeled by an equivalent circuit (fig.1). the
membrane gets active and inactive in time dependinthe  equivalent circuit, the current-flow across the rbeame has
voltage; and the ion permeation processes occuwitiin ~ two major components, one associated with chargfiegy

|. Introduction

the membrane are approximately continuous and méter
nistic*?2. The ionic currents and electrical signals gemetat
by neuronal membranes are very important in theaquer
system. These currents and signals also play impioroles
in affecting cellular functions such as secretiommtraction,
migration etc. The voltage-dependent
discovered by Hodgkin and Huxley and the ionic cleds
which they imagined are ubiquitous in the cellsaofmals
and plants.

Due to its simplicity and experimentally testabsgpability
Hodgkin-Huxley model (HH) held resilient for half a
century. However, the HH model has several wealestss
The most important is this model is limited to orlyo
voltage-dependent currents found in the squid gémn.
However, new currents must be added if we wantrtiudel
to deal with excitable soma and dendrites of nesirdm
addition, Hodgkin and Huxley did not capture thesdtics of
Na" channel correctlfy The Nd permeation-process within

the active membrane are known neither continuous no
deterministié. The active membrane is studied with discrete

ion channels undergoing random fluctuation betwepan
and closed stable statesMoreover, HH model cannot
properly explore the collective phenomena in neakon
networks.

However, the experimental and theoretical develapmef
the past 20 years force researchers to re-evaltrae
usefulness of HH model. Several researchers hapoped
various modifications of the HH modéland some other
researchers proposed alternative neuron midélsBut
there are still many unresolved questions spedifi¢éa the
human neurobiology such as cell surface area, numbe
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membrane capacitance and other associated with the
movement of specific types of ions across the manar
The ionic current is further subdivided into threistinct
components, a sodium currelfg, a potassium curren,

and a small leakage currehtthat is primarily carried by

conductancehloride ion$
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Fig. 1. Shows electrical equivalent circuit of a nerve meanie.

The electrical properties of the nerve membranavshin
figure 1 are expressed mathematically the differential
equation (1).
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where, G, and \,, represent the membrane (lipid bilayer)
capacitance and the membrane potential respectikglys
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the total ionic current ande is the external input or Using the value of G, Gk, and G, the ionic current];,,, in
exciting current. HH model can be written in standard notation asid&qn

The total ionic current,, in equation (1) is the algebraic (8)):

sum of the individual contributions from all paifiating ion I, = gnam3h(V, — Eng) + gen*(V,, — Ex) +

types (equation (2)): 9LV — EL) (8)
Lion = Yl = Yk G (Vi — Ex) (2) Now, using equation (8), the electrical properiieserve
In equation (2), k represents the channel types @od membrane in equation (1) can be expressed as-
represents macroscopic conductdncegenerated due to

av 1 — J—
channels of type k and,Eepresents the reversal voltage 7; = == [ Gnvam’h (Vn — Ena) + gxn* (G — E) +
sources whose voltages are determined by the oatthe g/ (V,, — E;) +1] 9)

intra- and extra-cellular concentration of ionicesigs of

interest transport through channels of type k. Therefore, we can summarize the HH model by the

following 4 non-linear ordinary differential equaris
In the original work of Hodgkin-Huxley (HH) modehbed (equation (10), (11), (12) and (13)):
on Squid giant axon, there are three such chanoels

currents - sodium currenty,, potassium currenl, and a o, = —%[%m% Vi = Ena) + G (U — Ei) +
leakage currerlt (equation (3)): 9.V —E) +1] (10)
lion = Gna (Vi — Eng) + Gx (Vi — Ex) + GL(V — EL) (3) ‘;_’: = a,, (V)1 =m) — B,,(V)m (12)
Each individual ion channel was thought of as cointg a

small number of physical gates that regulate the Bf ions - = an(V)(1 = h) = B, (V)h (12)
through the channel. An individual gate can beria of two

states,permissiveor non-permissiveWhen all of the gates 5, = @ (V)(1 = n) = B,(V)n (13)

for a particular channel are in tpermissivestate, ions can
pass through the channel and the channepén If any of
the gates are in theon-permissivestate, ions cannot flow
and the channel islosed. If gates of a particular typeare
considered, a probabilify can be defined ranging between
0 and 1, which represents the probability of anviddal
gate being in thpermissive statand(1 — p) as the fraction
in the non-permissivestate. Transitions between permissive|||. Materials and M ethods

and non-permissive states in the HH model weremasduo _ o :
obey first-order kinetid§ and are expressed mathematicallyThe equivalent circuit (_f|g. 1) of the Hodgkin-Heyl (HH)
by the equation (4). moglel was mathematlcall_y represenf[ed by four calple
ordinary differential equations (equation (10), X1(12),
% =a; (V)1 - p) — B:(V)p; (4) and (_13)). In our work, we solyed the ordinary eliéntial
equations of the HH model using MATLAB and presdnte
where, a; andp; are rate constants for the i-th ion channelthe membrane potential of axon and the gating lksa
which depend on voltage but not time. with respect to time. To solve the Hodgkin and HuyxI
equations the MATLAB function ‘ode45 which is
MATLAB’s standard solver for ordinary differential
equation (ODEs), was used. The built-in function
‘ode45’'implements a Runge-Kutta method with a \z#ga
time step to optimize the computation in order¢hiave an
Gy =9: [1ip: (5) efficient result. For our work, we wrote sets offalient
MATLAB codes to stimulate the neuron by input signa
$hen to solve the coupled differential equationsibif model
by calling the solver function ‘ode45’ and to pibe results.

The equation (10) represents the change of membrane
potential with time and the equation (11), (12)d gi3)
represent the transition probabilities of ‘m’, ‘&hd ‘n’ type

of gates of sodium (m and h) and potassium (n) ions
respectively between the permissive and non-peivaiss
states.

The macroscopic conductandég, due to channel of typlk

with constituent gates of type is proportional to the
producfof the individual gate probabilites, and is
expressed by equation (5).

where, g, is a normalization constant that determines th
maximum possible conductance when all the charareln
open state.

Hodgkin and Huxley modelled the sodium conductanceyve applied two types input signal to excite theroavcel.

using three gaté®f a type labeleém’ and one gate of type First, we applied ‘constant bias’ voltage signadl after that
‘h’ and applying these to the sodium channels usitiythe  ‘sinusoidal bias’ voltage signal was applied. Fdre t

generalized and the standard notatigields equation (6). constant bias voltage signal the amplitude andrjpplaf

G =iy = a—m3h 6 the input signal was varied and the firing of neucell was

Na = gna PmPn = Gnam 6) observed. For the sinusoidal bias voltage signath bhe
Similarly, the potassium conductance is modellethviour ~ peak amplitude and frequency of the input signalewe

identical’n’ gate is expressed by equation (7): varied and the firing response of neuron was olesenf the

4 — 4 neuron was fired, then from observing the actiotepiial

Gk =gk Pn = gxkn (7) " we tabulated the threshold values of voltage aaduency

at which the neuron was fired.



Measuring Threshold Potentials of Neuron Cells gsitodgkir-Huxley Model by Applying Differen 17

For our works the simulation parameters were chisdre
identical to those valuder squid axonal membrane used
Hodgkin and Huxley in their seminal pa? (table 1).

Table 1. Showsthe parameters chosen for simulation

gNa Maximum sodium conductance 120mScrif
gK Maximum potassium conductance 36mScnit
gl Leakage conductance 0.3mScnif
ENa Sodium Nernst potential 55mV

EK Potassium Nernst potential -72mV

E, Leakage Nernst potential -49.387mV
Cn Membrane capacitance 1pFem?

IV. Analysisand Results

Results of our work for measuring the threshpotentials
using constant bias voltage and sinusoidal inputage
signals were presented separately. First we predetie
results for constant bias voltage, after that wesented th
results of sinusoidal input voltage signals. Fa& $imusoida
voltage signal first we considered the results fouirgignal
of ‘constant frequency with variable voltage ampalit’ and
then the results of ‘variable frequency with consteoltage
amplitude’ were considered.

All the figures depicted here were drawn itATLAB and
in every figure, the top one represented actioremals in
mV with the change of time measuradnS, the middle on
represented the change of normalized gate probtesilin,
n, and h with time and the bottom one represe the
stimulating input signal in mV.

IV (A). Analysis of Results with Constant Voltage Input
Signals

We started our simulation with injecting a currentrfr-10
mV (fig. 2). The fig. 2 shows that potassium gat
probability(n) increases just after a few millisads and

reaches up to 0.772. This caused the K+ ion gatepén.
Fig. 2 also shows that Na+ gate activation prolitgib{m)
shoots up to almost Bnd the Na+ gate inactivatic
probability (h) decreases down to 0.078. This caused
Na+ ion gates to open. These resulted rapidly increasin
spike in the membrane action potential shown imrfg2
(top one). The action potential in fig. 2 is greatean the
injected input voltage, because the neuron createaltage
itself and added it to the injected voléadt signifies that
large amount of information can pass through therores
much faster when the neuron is fired. From fig. € can
also notice that the change in membrane potestialmos!
similar in shape to the change in gating activa
probablity of sodium (Na+). After firing once, sodiu
gating probability(m) increased slowly and afterQl8 mS,
the Na+ gate activation probability increa rapidly again

and caused the neuron to fire again. However, #ramum
value of membrane action potial reached slightly less
than the maximum value of the previous firing. Teiron
fired almost after every 15 mS and the maximum pesdike
of the action potential was almost 50 n

Therefore, if constantld mV input signal was injected, t
neuron fired continuously and allow« to pass a huge
amount of information in a very short time inter.
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Fig. 2. Shows the membrane poteni the gate probabilities, and
the constant bias input signal a0-mV

For injecting a voltage of2-mV (fig. 3) theneuron fired
only once. The maximum value of the action potéritia
the input signal of2 mV was 44.26 m\

For injecting a signal of voltag-1 mV (fig. 4), the neuron
did not fire at all. The graph of membrane potdréaelled
out at -59.19 mV.
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Fig. 3. Shows the membrane potential, gate probabilitied, the
constant amplitude input signal -2 mV.

To check whether the neuron fil or not for other constant
input voltage signals, we injected volti signals of 3 mV, 5
mV and 10 mV. But it neverred

Therefore, the threshold potential for constantsbiaput
signal was -2 mV.
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Fig. 4. Shows the membrane potential, gate probabilitied, the
constant amplitude input signal of -1 mV.

IV (B). Analysis of Resultswith Sinusoidal Input Voltage
Signals:

Results for the constant frequency with vari voltage-
amplitude input signals:

To inject a sinusoidal voltage, we first fixed fhequency a
1 Hz andthen changed the voltage amplitude to var
values. We started injecting sinusoidaltace from 1 mV,
but until injecting the voltage of 2.5 mV the neardid not
fire. From fig. 5 we can see for sinusoidal inputtwv2.5 mv
peak amplitude and 1 Hz frequendiie neuron fired fo
once with a rapid rise of potential followed byapid fall
andgiving a maximum action potential of 39.9 rn Fig. 5
also shows that once the neuron firbte gate activatio
probability of the sodium and potassium ions (m a)
increased and inactivation probability (h) of tloglism ions
decreased. After firing dy once the neuron did not fire
all and the action potential and activation anctiivation
probabilities settled down to sinusoidal waves veiightly
different amplitudes.

Membrane Voltzge V

\ —\i)ir V.
\
Y
\
\
I R ——— ——
A
2 5 il 15 20 2% 30 k3 40 45 5
{in mill seccnds.
Nomed gate prosebiit es m.n end h
A —mit)
(/lb — 1)
. Cd e T T W)
R G N R ]
s
/ I —
) 5 n 15 0 2% 30 £ 0 45 8
{in mill seccnds.
Inpu: signal
4
2 - ~
4 \ / Y / A Y / i N
/ \\ / \ / \ / \ / \ / \ / \ / 5
A 7 N 7 ! i\
N/ / A / v \ / / N/ N
2 e s - R N7 e
<
2 5 n 15 0 k) x 0 45 5

2%
tin mill sezends

Fig. 5. Shows the membrane potential along with the
probabilities andthe injected sinusoidal ing signal with 1 Hz
frequency and with 2.5 mV peak-amplitude.

We kept increasing the pealknplitude of the applie
sinusoidal signal. At peaamplitude of 4.2 mV, the neur
fired for twice. The maximum value of the actiontgrtial
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was 45.84 mV with 20.933 n time duration between two
consecutive firing.
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Fig. 6. Shows the membrane potential along with gate pribtied
and the injected sinusoidal inpsignal with 1 Hz frequency and
with 4.2 mV peak-amplitude.

As our aim was to find an input signal capable mividing
a continuous firing, wekept increasing the pe-amplitude
of applied sinusoidal input sign
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Fig. 7. Shows the membrane potential along with the
probabilities and the injected sinusoidal in signal with 1 Hz
frequency and with 4.5 mV peamplitude

At 4.5 mV peakamplitude (fig. 7) the neuron fire
continuously and provided maximum action potent&
46.07 mV.

Therefore, the threshold potential r sinusoidal input
signalswith constant 1 Hz frequency was 2.5

Results for the constant voltage p-amplitude with
variable frequencginusoidal input signal

To examine the effect of different frequencies @unon

firing, we first fixed theamplitude at 1 mV ar then started
changing the frequency from 1Hz. But the ne! never

fired at all. Then we fixed the pe-amplitude at 5 mV and
changed the frequendyut it has behaved the same way

before. So, we kept increasing the p-amplitude and
changed the frequency. If we fixed the p-amplitude at 10
mV and kept changinthe frequency, we found that at 1.

Hz the neurorfired continuously with a small decrease

amplitude (fig. 8).
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Fig. 8. Shows the membrane potential along with thee
probabilities and injected sinusoidal ingignal with 10 mV peé-
amplitude and with 1.45 Hz frequency.

The obtained maximum value of the firing potenties
47.18 mV and the duration between two consecuiriegf
was 18.218 mS (fig. 8)As we kept ncreasing the
frequency, the number of firing decreased. At feamy
1.52 Hz (fig. 9), the neurofired only for once and th
obtained maximum action potential was 46.93
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Fig. 9. Shows the membrane potential along with the
probabilities and the injected sinusoidal ingignal with 10 mV
peak-amplitude and with 1.52 Hz frequency.

We kept increasing the input frequency and fourad tip to
2.34 Hz, neuroriired once each time, howev at applied
frequency 2.35 Hz (fig. 10), the neurstopped fiing.

Wembrare Volage

Fig. 10. Shows the membrane potential along with the
probabilities and the injected sinusoidal ir signal with10 mV
peak-amplitude and with 2.35 Hz frequency.

Therefore, for sinusoidal input signal w constant 10 mV
peak-amplitude, thsequency threshold was 4 Hs.

It should be noted that the gating probabilities fbe
sinusoidal bias input signal behaved very much laimto
those for the constant bias input voltage signdlere the
activation probabilities peaked at maximum arhe
inactivation probabilities down to minimum when
neuron fired. Biologically this corresponds to thpening
and shutting down of the ion gates so that sodiumd
potassium ions can flow freely through the neunmagsing
the information much more dciently.

V. Discussion

Our research involved using Hodgkin and Huxley’sdeil
to find the thresholdnembrane potential. A periodic firir
of the cell was observed if the applied ‘constaasbinput
stimulating voltage signdiad high enough amplitude.e. -
2 mV) or if the input ‘sinusoidal stimulating sidr has high
enough voltage amplitude (i. e. amplitude 2.5 mig ow
enough frequency (i. e. frequency 1 Hz). The irmgoat
property of the action potential “all or nothingVemnt is
verified in oursimulation using HH model which tells tt
the cell is triggered only above the certain thodgdlvoltage

Further, there is a minimal recovery time of thd catil

another action potential can be promg

It should also be noted that with the gradincrease of
frequency from 1.45 Hz (keeping the voltage amph
fixed at 10 mV), the obtained number of firing dessed
For the applied signal of frequency 1.50 Hz, weaotsd
two firings. But at frequency 1.51 Hz, suddenly thambet
of firings increged and we obtained three firings. Tl
again at frequency 1.52 Hz, we obtained only oniadi

This phenomenon proves the bifurca'**® nature of the
HH model which means that either the neuron isfinioig

at all or firing at a minimum rate. Beca the “all or
nothing” principle says there is no smooth increasaction
potential but there is a sudden jump in amplit

The simulation results for the action potentials afr
present work match the current knowledge of ac
potential. Our simuladin solutions could be used to mo
the propagation of action potential when there ¢hange ir
certain parameter or in intensity of an input w

VI. Conclusion

In this paper we have used computer simulationzanadlysis
to know the theoretical mechsm that exists in neuron
cells. For our simulation works we applied two typef
stimulations: the constant bias voltage and theissiidal
voltage. However, to know the exact behavior ofribaron
we should also apply more types of stimulating trgigrals
to stimulate the neuron cell such as single puiseutation,
double pulse stimulation, and exponential stimalatwith
variable time constant. Then, we will know the #held
voltages of the neuron for that specific input sigand car
choose theoptimum stimulating input signal for a speci
neuron.In future the standard HH model based on only
and K+ ion channels should also be compared thr
computer simulations to the alternative model basedhe
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ion channel populations represented through Markoy kistler M W. W. Gerstner von Hemmen L J.. 1997. Reitun
process.
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