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A Hybrid Whale Optimization and XGBoost Framework for Accurate

Prediction of Type 2 Diabetes Mellitus

Prakash Arumugam ', Abinayaa Sennanur Srinivasan 2, Divya Bhavani Mohan 2, Santosh Kumar 4,
Miral Mehta °, Mainul Haque 678910

. To optimize XGBoost hyperparameters for better generalization
- and fewer classification errors, the Whale Optimization Algorithm

(WOA) was used. To assess the effectiveness and performance of
the suggested approach, two benchmark datasets were evaluated:
the PIMA Indian Diabetes dataset (PID) with 768 records and the
Diabetes Risk Prediction dataset with 100,000 records.

Results

The WOA-XGBoost model recorded an accuracy of 98.7%,
precision, recall, and Fl-score of 99% for the dataset, which
consists of 768 records, and an accuracy of 99.84%, precision -
99.91%, recall - 99.89% and F1-Score - 99.9% for the dataset,
which consists of 100000 records. It was observed that the proposed
method performed better than the other state-of-the-art methods.

Conclusion

The proposed WOA-XGBoost model demonstrates highly accurate
and reliable prediction performance for T2DM across both small and
large datasets. These results indicate that the hybrid optimization-
based approach is practical for early diagnosis and can be valuable
in real-world clinical decision-support systems.

Keywords

Clinical Decision Support, Classification Model, Disease Risk
Assessment, Early Diagnosis, Feature Importance, Healthcare
Analysis,  Hyperparameter = Tuning, = Machine  Learning,
Metaheuristic Algorithm, Performance Evaluation
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D ABSTRACT

* Introduaction

- Type 2 Diabetes Mellitus (T2DM) has become a worldwide health
. issue that has to be taken care of. Thus, predictive models have to
* be developed that are accurate and efficient to help with the early
- diagnosis and preventive measures. In this work, a hybrid of the
. Whale Optimization Algorithm (WOA) and Extreme Gradient
: Boosting (XGBoost) is proposed to improve T2DM prediction.

: Materials and Methods

..................

INTRODUCTION

Type 2 Diabetes Mellitus (T2DM) is a permanent
metabolic syndrome, which is associated with
insulin resistance and high levels of blood
glucose in the body !. It represents around 90-
95% of all the worldwide diagnosed cases of
diabetes, and it remains an increasing concern as
far as the health of the population is concerned
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because of inactivity, poor diet, obesity, and inherited
factors 2. T2DM has become widespread in the
world with disastrous consequences that include the
occurrence of cardiovascular diseases, kidney diseases,
nerve injuries, and vision loss. An early diagnosis and
intervention are needed to avoid the progression of the
disease and lessen the healthcare burden. Along with
the widespread development of artificial intelligence
(AI) and machine learning (ML), data-driven predictive
models have proven helpful in healthcare practice,
particularly in the early detection of chronic diseases,
including T2DM 3. These models will use historical and
clinical data to identify patterns and factors that indicate
the risk of disease onset . Nevertheless, the performance
of these models is usually limited by the issues of class
imbalance, noise features, hyperparameter optimization
difficulties, and the lack of data in some cases.

Extreme Gradient Boosting (XGBoost) is one of
the leading ML models that has received significant
attention, especially for classification tasks, due to
its scalability and speed °. XGBoost is an ensemble
learning technique with a gradient-boosting background
that can handle missing values and overfitting through
regularization °. The efficiency of the model can
hardly be achieved unless the careful selection of
hyperparameters is involved in its performance.

To overcome this weakness, hyperparameter
optimization in ML became increasingly automated
through nature-inspired metaheuristic techniques ’. In
these algorithms, simulated natural phenomena and
biological behaviors are used to obtain solutions close
to optimal values of high-dimensional search spaces 8.
This paper presents a recent swarm intelligence meta-
heuristic technique, the Whale Optimization Algorithm
(WOA), for the feeding of humpback whales °. WOA
has been claimed to be easy and quick to converge
and explore rather than exploit, which makes it a
decent method for the optimization of XGBoost
hyperparameters '°. The suggested WOA-XGBoost
model uses the computational strengths of WOA and
the envisaging strength of XGBoost to enhance the
prediction of T2DM. One of the unique aspects of this
study is the evaluation of the model on two datasets:
one with a small number of records and the other with
a significantly large volume of data ''. Evaluating the
model with two datasets helps ensure its generalization
and practical effectiveness, as real-world data scenarios
can range from scarce to overwhelmingly large.

Related Works

This section presents the various methodologies
developed by researchers over the past years. A
computational program with a Deep Neural Network
(DNN) classifier and a feature importance model is
proposed to determine and forecast the T2DM at an
early stage precisely. This aims to enhance the prediction
to identify and treat the disease on time '*. A systematic
review was conducted by the researchers to determine
the best methods of Machine Learning (ML) and Deep
Learning (DL) in the process of predicting T2DM
overcoming heterogeneity, and interpretability issues of
the current models. The authors attempted to inform the
choice of the appropriate approaches to build a new
predictive model for the prediction of T2DM . The
authors proposed an explainable Al method—a soft
voting classifier—to predict diabetes mellitus,
demonstrating its use in an accurate and interpretable
manner. Its emphasis is on achieving optimality in
prediction performance and on guaranteeing that
medical practitioners can interpret the decisions of the
model to use it on a clinical level '*. An ensemble model
based on ML, including Light Gradient Boosting
Machine, k-NN, and Adaboost, is trained to anticipate
the occurrence of T2DM with the ability to accurately
predict 90.76% of such occurrences and also overcome
the problem of imbalance in the classes '°. A blended
ensemble learning (EL) model comprising Bayesian
Networks and Radial Basis Function (RBF) networks is
proposed to improve accuracy in diagnosing and
treating diabetes. The presented EL technique shows
better quality with an excellent accuracy of 97.11% in
the forecast of diabetic disease compared to other ML
methods '°. A new supervised ML asymmetric model is
developed to precisely predict T2DM disease with
respect to the metric information, with over 85%
accuracy with the practice fusion data set. The purpose
of the model is to offer the early warning system in
medical assessment, eliminating the issue introduced
by late diagnosis and low accuracy of the current ML
perceptions 7. This paper summarizes the effects of
several factors during the prenatal, neonatal, and early
childhood stages on the predisposition of individuals to
T2DM and their development in adulthood, including
nutrition, environmental exposures, and physiological
factors. It is important to learn about these early-life
determinants to develop prevention and delaying
strategies for T2DM onset '®. The author highlights the
application of ML algorithms in the early diagnosis of
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T2DM, revealing that the Random Forest algorithm
attained the best accuracy of 98% in the identification
of the disease. This emphasizes the potential of machine
learning to improve precision in screening for T2DM
and patient outcomes '°. This research paper has studied
the prevalence of type-2 diabetes mellitus using various
methods, and the results showed the prevalence rate of
13.1% among the adults living in urban Meerut aged 30
and above. It has recognized age, socioeconomic status,
educational status, marital status, family history,
hypertension, alcohol use, and smoking as eminent risk
factors of diabetes prevalence ?°. This paper addresses
the intervention strategies, such as behavior correction
or pharmacological agents, that have importance in the
individuals with impaired glucose tolerance (IGT) and
impaired fasting glycemia (IFG) in reducing the risk of
developing T2DM. Strategies to reduce the risk in
higher-risk populations and the effects of the disease,
especially cardiovascular complications 2'. This paper
talks about the pathophysiology, diagnostic parameters,
and the methods of achieving remission of T2DM.
Remission refers to the period of time below the level
of glycated hemoglobin (HbAlc) that ignores
pharmacological treatment, during which it has been at
the level of at least half a year. It addresses the variety
of triggers that can determine the development of
T2DM and the necessity of follow-up observations
after the remission. It mentions measures such as
pharmacological interventions, nutritional adjustments,
and metabolic surgery ?2. This paper provides a review
of the two-way interdependence between pulmonary
tuberculosis (TB) and T2DM. It shows how they
increase the risks and severity of each other, resulting in
a two-fold TB burden on global health. Both conditions
need to be treated differently at times when they occur
2. This review paper summarizes the present evidence
and gives suggestions on how to diagnose and treat
T2DM amongst patients with ischemic heart disease
(IHD) and acute coronary syndromes (ACS). It
emphasizes the significance of early identification and
administration of certain glucose-reducing drugs that
have established cardiovascular advantages to enhance
success and free up the medical care ?. In this paper,
T2DM is described as a disorder characterized by an
inadequate insulin response, leading to elevated blood
glucose levels. It emphasizes that genetic and hereditary
conditions may have a role in the issue of insulin
resistance, as well as low expression of the insulin
receptor gene and an increased level of fatty acids in the
blood. It also notes that exercise has the potential to

reduce insulin resistance ». This paper is a review of
T2DM, a metabolic disease that has a critical prevalence
rate around the globe, in terms of diagnosis, treatment
options available, such as lifestyle adjustments and
medication, and new alternatives. It emphasizes that,
though new drugs are being prepared, there is still no
cure for the disease . In this article, T2DM, a chronic
metabolic disease, is discussed, which is progressively
becoming popular all over the globe concerning its
diagnosis, existing mode of treatment encompassing
lifestyle interventions and medication, and newly
developing drugs. It indicates that new medications are
under development, but there is still no cure against the
disease ?’. In this paper, a literature review is undertaken
to determine the current state of T2DM prediction,
revealing that ML algorithms tend to be the best
predictive models compared to conventional statistical
regression models. It also points to the increased
accuracy of predictions in the case of adding clinical
data and biomarkers. Congenetic markers are associated
with greater limitations to the dimensionality and
heterogeneity 2. An ML application, a form of artificial
neural network, predicts T2DM occurrence based on
measurements of relevant features. The model
developed can generate positive results, with an
accuracy of 86% and an ROC value of 0.934,
demonstrating potential for both diagnosis and
prevention . This paper discussed the viability of the
ML and DL approaches to diabetes prediction by
evaluating their usability against the conventional ones
and advanced ones, such as CNN and LST, and a
combination of both: CNN and LSTM. According to
the research, the mixed CNN+LSTM model is the best
among the others, as it has 98% accuracy concerning
diabetes prediction *°. In this paper, the flexible ML
approaches (DNN, XGBoost, RF) are assessed in
predicting T2DM, also considering the issue of class
imbalance in the data. It compares several methods,
including switch thresholds, cost-sensitive learning
strategies, and sampling methods, to improve the
accuracy of the minority class *'. This paper presents
the framework of DL models to screen noninvasively
for T2DM through the combination of the multimodal
data, namely the chest X-ray (CXR) images and
Electronic Health Records (EHRs). Combining these
data sources and end-to-end DL architectures, e.g., the
combined ResNet-LSTM architecture, leads to better
efficiency and diagnostic value in T2DM detection than
using only CXR and fewer training samples 2. This
paper presents a streamlined model (CNN-Bi-LSTM),



https://www.ibnsinatrust.com/Medical_College_Hospital.php

Bangladesh Journal of Medical Science

Volume 25 No. 01 January 2026

for detecting and predicting T2DM in real time using
the Indian diabetes dataset. With an accuracy of 98.85%,
the proposed model comparatively outweighs other DL
models, and the model is expected to equip the clinicians
with complete information about the patients so that
they can be proactive in patient care *. This paper
constructs and tests a DL model to screen T2DM based
on rusinghotographs and reveals more predictive ability,
which, with the addition of conventional risk factors,
can significantly enhance the invasive method, mainly
representing the acquired characteristics of diabetes,
where the study offers a practical application in risk
stratification of general people **.

Although diabetes prediction with diverse ML and
optimization methods has already been researched, the
majority of techniques do not demonstrate high accuracy
rates across heterogeneous datasets with different
magnitudes and do not include efficient mechanisms of
hyperparameter tuning. To overcome the above gap, a
hybrid WOA and XGBoost model is proposed, in which
the exploration-exploitation characteristic of the Whale
Optimization Algorithm (WOA) is utilized to undertake
the optimum parameter optimization concerning
XGBoost that is valid in small as well as large data sets.

Objectives of The Study

This investigation aims to develop a new, highly
accurate predictive model for T2DM using an
optimized hybrid approach combining the XGBoost
algorithm with the Whale Optimization Algorithm
(WOA). By employing the WOA to find the optimal
set of XGBoost hyperparameters, the proposed model
will accurately classify and minimize classification
error. This investigation also examines the scalability
and robustness of the developed model by evaluating its
performance across both large and small data volumes.

MATERIALS AND METHODS

This section focuses on the specific architecture that
will be utilized in the suggested approach to perform
an effective classification and prediction of T2DM.
This approach embraces the Synthetic Minority
Oversampling Technique (SMOTE) to aid in the
resolution of class discrepancy and the XGBoost
classifier to enhance learning performance. This will
include data preprocessing, SMOTE application, model
training, and performance assessment.

Datasets Used

Two publicly available datasets were used to estimate
the performance and stability of the suggested Whale
Optimization Algorithm-tuned XGBoost (WOA-
XGBoost) model. These data sets were selected to
represent the two different real-world situations, one
involving a small number of samples and the other
involving a large amount of data. This test illustrates
the capability of generalization of the data, presenting
various sizes in the proposed model.

PIMA Indians Diabetes dataset (PID)

The widely used first dataset is the Pima Indians
Diabetes (PID) dataset, which contains medical
diagnostic data from female Pima Indian patients aged
21 years or older. It gives a total sample of 768 and
8 numerical inputs, including glucose level, BMI, age,
and insulin level, with an output that depicts whether
the patient has diabetes or not in the form of a binary.
The dataset is known to be a low-sample dataset and is
frequently used in the healthcare sector as a benchmark
for the classification issue.

Diabetes Risk Prediction Dataset (DRP)

The second dataset is a high-volume diabetes risk
prediction dataset with 100,000 records and six clinical
and demographic variables, including age, blood
pressure, gender, family history, cholesterol level, and
activity level. The outcome measure is a dichotomous
variable indicating the risk of diabetes (yes/no). This set
of data reflects practical, large-scale, real-life situations
where the scalability of the model and its efficiency
are verified. The summary of the selected datasets is
presented in Table 1.

Table 1: Comparative Summary of Datasets.

Diabetes Risk

Feature PIMA Indians Diabetes Prediction
Total Samples 768 100,000
Number of Features 8 6
Output Variable Binary (D}l]z;b)etes: R Binary (Risk: Yes/No)
Dataset Size Category Low High
Domain Healthcare Healthcare
Source UCI Repository Public Kaggle Dataset

Preprocessing Applied Normalization, SMOTE Normalization, SMOTE

Data Pre-processing

Data preprocessing is critical to guarantee that the
datasets are proper enough to be used in the training and
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the evaluation of the proposed WOA-XGBoost model.
The same procedures were used on each of the datasets:

Data Cleaning

An in-depth review has shown that neither dataset has
missing values. Therefore, there was no need to impute
or drop records. Z-scores and the interquartile range
(IQR) were among the statistical measures used to
assess outliers. Columns such as glucose and BMI were
checked to ensure that the extreme values in them were
not kept out, since they are real-life situations.

Feature Scaling

To address differences in feature scales, standardization
was applied using the formula:

e (1
Where £ is the mean, and o denotes the standard
deviation.
Class Imbalance Handling

Both the datasets were non-balanced, especially the
PIMA dataset, which contained fewer positive diabetes
cases. The Smote technique, i.e., the Synthetic Minority
Oversampling Technique (SMOTE), was used to create
synthetic minority samples:

xnew = xi + /’L(xz _xi)
)
Where ‘x,’ is a minority sample, x; is its nearest
neighbor, and A4 €[0,1]is a random value.
Data Partitioning

Following the preprocessing, each of the datasets was
divided into training and test in a ratio of 80/20 to have
a balanced evaluation:

(‘thrain,)(test,y train,y test) :train—teSt—Sp th(){’y’ teSt—
size=0.2,random_state=42) 3)

Model Construction using XGBoost

XGBoost trains a series of decision trees like an
ensemble. The new trees are added at every iteration
to minimize the loss because the loss is kept as low as
possible at each stage.

Let the objective function of XGBoost be defined as:
n A (D) ‘
LO=X 1y + 2000

i=l1

“4)

~ (1)
Where y, =§fk(x:)and fie ¥, the space of regression
trees; ‘I’ is the differentiable convex loss function;
a-m+3idefand A is the regularization term
penalizing complexity.

Whale  Optimization  Algorithm
Hyperparameter parHyperparameter

(WOA) for

WOA is a nature-based optimization algorithm that
mimics the use of the bubble-net hunting technique
used by the humpback whale, and it is used for tuning
the hyperparameters of XGBoost.

WOA  maintains a  population of  whales
X ={X,,X,,.... X} where each whale X,
represents a candidate solution (i.e., a set of XGBoost
hyperparameters).
Encircling Prey (Exploitation Phase)
D=C.X —X(0)|
- H* - > (5)
Xt+)=X -4.D

(6)
Where the current best, solution is represented by X
A—2a Fas G s a%decreases linearly from 2 to 0

7o

over the iterations; e[o,]] 1s a random vector.

Spiral Updating (Exploration Phase)

X(t+1)=D ¢ .cosa) + X'

(7)
Where p = x*—x(y|; b is a constant for spiral shape,
[ €[-1,1] and is a random number.

Position update (Search for Prey)

N

)?t+1 =X —Z.E‘.)ﬁ(m—%t
(t+D) =X~ A.| ”’(8))((”

X ;m y denotes a randomly selected whale.

The algorithm iterates until a stopping criterion is met
(maximum iterations or convergence), and returns the
optimal hyperparameter set 6 .

Final Model Training

Once the hyperparameters are optimal in WOA, they
are used to fit an XGBoost classifier on the SMOTE-
balanced dataset. The high learning mechanism and
the global search implemented in the proposed model
improve the classification accuracy and generalization
ability of XGBoost and WOA, respectively. This
optimized model is much more accurate than the
conventional machine learning classifiers, because
this model minimizes bias and variance, which is



https://www.ibnsinatrust.com/Medical_College_Hospital.php

Bangladesh Journal of Medical Science

Volume 25 No. 01 January 2026

appropriate in high-stakes classification problems, such
as medical diagnostics and anomaly finding problems in
imbalanced datasets. The flow diagram of the proposed
model is shown in Figure 1.

Load Dataset
(PIMA, Diabetes Risk
Prediction)

Data Preprocessing:
Handle Missing Values and
Normalize Features

v

Apply SMOTE to Balance
Classes

v

Split Data into Training and
Testing Sets

!

Initialize Whale
Optimization Algorithm
WOA

v

Generate Initial Whale
Population with Random
Hyperparameters

v

Evaluate Fitness using
XGBoost Accuracy on

Traininf Data

Select Best Whale X* with
Highest Accuracy

—Hho Is Iteration == Maxlter

Return Best Hyperparameters
X*

Update Whale Posifions using
1 WOA Equations

:

Evaluate Fitness of Updated
Population

Train Final XGBoost Model with
Optimized Hyperparametars

Evaluate Model on Test Data:
‘Accuracy, Precision, Recall, F1
Score

End

Figure 1: Flow diagram of the proposed architecture.
lllustration Credit: Prakash Arumugam.

Pseudocode

1. Initialize the whale population:
For each whale i =1 to N:
Randomly initialize the hyperparameters:
n_i€[0.01, 0.3]
max_depth i € [3, 15]
subsample i € [0.5, 1.0]
colsample bytree i € [0.5, 1.0]
n_estimators_i € [50, 300]
Evaluate fitness i =1 - Accuracy(XGBoost(params_i, D))
2. Identify the best whale X* with the minimum fitness (highest accuracy).
3. For iteration t = 1 to MaxIter:
For each whale i =1 to N:
Compute the coefficient vectors A and C:
A=2%*a*rand()-a
C =2 * rand()
where a=2 - (2 * t/ Maxlter) (linearly decreases from 2 to 0)
Update whale position (hyperparameters) based on:
- If |A| < 1 (Exploitation phase - encircling prey):
X(tH1) = X*(t) - A* [C* X¥(1) - X ()]
- Else (Exploration phase - search for prey):
Select a random whale X |
Xi(t+1) - Xrand -A¥|CH Xrand : Xi(t)‘
Spiral updating position (exploitation with spiral):
Use probability p:
Ifp<0.5:
Apply Eq. 3 or Eq. 4 (based on |A|)
Else:
X (t+1) = [X*(t) - X (t)] * exp(b * 1) * cos(2nl) + X*(t)
where b =1 (constant), 1 € [-1, 1]
Ensure all updated hyperparameters remain within their specified
ranges.
Evaluate fitness_i(t+1) = 1 - Accuracy(XGBoost(params_i(t+1), D))
Update the best whale X* if a better fitness is found.
4. Return X* as the set of optimized hyperparameters.
5. Train Final_XGBoost_Model using D and X*.
6. Output Final XGBoost_Model.

Simulation Environment and Input Parameters

To assess the efficiency of the proposed WOA-
XGBoost model, simulations were conducted using two
benchmark datasets. The simulation was programmed to
determine the effectiveness, scalability, and robustness
of the model in both small and large-scale data.

Simulation Environment

The tests were performed with the following hardware
and software specifications: Operating System-
Windows 11; Processor-Intel Core i7 (12" Gen) CPU @
2.30GHz; RAM-16 GB; GPU-NVIDIA GeForce RTX
3050; Programming Language-Python; Development

ENEVCVI RN /111p://www.banglajol.info/index.php/BIMS


https://www.ibnsinatrust.com/Medical_College_Hospital.php
http://www.banglajol.info/index.php/BJMS

Bangladesh Journal of Medical Science

Vol 25 o1 vy 207

Environment-Google Colab.
Input Parameters

The input parameters of WOA are presented in Table
2, and the hyperparameter search space for XGBoost is
given in Table 3.

Table 2: WOA — Input parameters, symbols, and values.

Parameter Symbol (s) Value (s)
Population size N 20
Maximum iterations Max_iter 50
Spiral constant b 1
Search space dimension d WIS !
hyperparameters
Random coefficients T, 1 TR T (B

[-1.1]

Maximum iteration

Convergence criterion -
g reached

Table 3: Hyperparameter Search Space for XGBoost

Parameter Range
Learning rate (1) [0.01, 0.3]
Maximum depth [3, 15]
Subsample ratio [0.5, 1.0]

Colsample bytree [0.5, 1.0]
Number of estimators [50, 300]

Simulation Results
PIMA Diabetes Dataset (Low Sample Dataset)

First, the suggested WOA-XGBoostmodel was evaluated
on the PIMA Indian Diabetes dataset that consists of 768
samples. Considering the issue of imbalance in classes,
the SMOTE technique was applied to address this issue,
and hence the sample size was brought to 1000, with
800 instances being set aside to train and 200 cases
to test. Evaluating the model on the test set yielded
an impressive 98.70% accuracy with a loss of 0.5143.
The testing data showed that the confusion matrix of
the data had successfully proven the effectiveness of
the classifier, with the predictions disposed of as True
Positives (TP) = 99, True Negatives (TN) = 53, False
Positives (FP) = 1, and False Negatives (FN) = 1. This
shows the strength of the proposed model in assigning
diabetic and non-diabetic cases in an orderly manner.
The PIMA training and testing performance curves
are pictured in Figure 3. The accuracy curve shows a
gradual increase as the model trains and approaches

1 (98.7%), whereas the loss curve steadily decreases,
indicating further convergence with each boosting
round. The trends in these curves show that the model
does not overfit and generalizes well on the test data.
Table 4 presents the outcomes obtained by the proposed
model on the PIMA Indian Diabetes Dataset.

Table 4: Outcome obtained by the proposed model for
the PIMA dataset.

Metrics Values
Dataset Name PIMA Indisa:m]?)ile;l))etes (Low
Number of Samples (Original) 768
IS\Ihlj[rglzl?]g) of Samples (After 1000
Training Samples 800
Testing Samples 200
True Positives (TP) 99
True Negatives (TN) 53
False Positives (FP) 1
False Negatives (FN) 1
Test Accuracy (%) 98.70
Test Loss 0.5143
Precision (%) 99.00
Recall (%) 99.00
F1-Score (%) 99.00

The confusion matrices shown in Figure 2 demonstrate
the performance of a classification model on the PIMA
Indian Diabetes dataset (one of them illustrates the
performance on the training data, and the second image
shows he test data). Figure 3 shows that, across the entire
patient population, 500 were correctly categorized as
non-diabetic (true negatives) and 265 were correctly
identified as diabetic (true positives), as depicted in the
training confusion matrix. the entire patient population,
500 were correctly categorized as non-diabetic (true
negatives) and 265 were correctly identified as diabetic
(true positives), as depicted in the training confusion
matrix. Only the 20 patients who do not have diabetes
were falsely classified as diabetic (false positives), and
there were 15 diabetic patients whose condition was
wrongly classified as non-diabetic (false negatives).
This results in high training accuracy of about 95.6%,
indicating that the model has learned the patterns in the
training data.
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Figure 2: Confusion Matrix of PIMA Indian Diabetes Dataset.

Illustration Credit: Prakash Arumugam.
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Figure 3: Accuracy and loss curve of test data of the
PIMA dataset.
lllustration Credit: Prakash Arumugam.

Similarly impressive results can be seen on the other
hand in the test confusion matrix. The model correctly
predicted 99 non-diabetic and 53 diabetic cases, and
the model made two errors: a false positive and a false
negative. The accuracy of the test is approximately
98.7%, which implies that the model generalizes
extremely well onto the unseen data and hardly exhibits
signs of overfitting. On the whole, the confusion
matrices indicate the high level of stability and precision
of the model that locates diabetes, and the performance
is quite good on both the training and test data.

b. Diabetes Risk Dataset (High Sample Dataset).
Secondly, the suggested WOA-XGBoost model was

evaluated on a large Diabetes Risk Prediction dataset
comprising 1,00,000 cases. It is more challenging to
handle this dataset because of its significant size and
the nature of the imbalance between the two classes,
positive and negative. The SMOTE technique was
used to balance this imbalance, and the total number of
samples was increased to 1,58,538, resulting in equal
class prevalence. Of those instances, 20,000 data points
were tested.

The proposed model achieved a test accuracy of 99.84%
and a test loss of 0.2528, indicating that it captures
complex relationships and generalizes effectively to
unseen data. According to the confusion matrix of
the test phase, as shown in Figure 4, the following
predictions have been identified: True Positives (TP) =
15,836, True Negatives (TN) = 4,132, False Positives
(FP) = 14, and False Negatives (FN) = 18. These
findings show the low levels of misclassification, which
additionally support the high reliability of the suggested
approach.

The efficiency of the training dynamics of the model
is emphasized by the accuracy and loss curve of the
high-sample dataset as shown in Table 5. It includes the
accuracy curve (orange) that shows a significant growth
and rapidly levels off around the 99.8% level, and the
loss curve (blue) that drops dramatically, then levels off,
which is an indication of convergence and a lack of the
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Figure 4: Confusion Matrix of Diabetes Risk Dataset.
Illustration Credit: Prakash Arumugam.

Table 5: Outcome obtained by the proposed model for
the Diabetes risk dataset.

Metric Value

Dataset Name Diabetes Risk Prediction (High

Sample)

Number of Samples (Original) 100,000
Number of Samples (After

SMOTE) 158538

Training Samples 20,000

Testing Samples 20,000 (evaluation subset)

True Positives (TP) 15836
True Negatives (TN) 4132
False Positives (FP) 14
False Negatives (FN) 18
Test Accuracy (%) 99.84
Test Loss 0.2528
Precision (%) 99.91
Recall (%) 99.89
F1-Score (%) 99.90

The confusion matrix presented in the Figure 4 shows
the results of a diabetes risk model on training and test

Actual Class
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Figure 5: Accuracy and loss curve of test data of the
Diabetes risk dataset.
Illustration Credit: Prakash Arumugam.

data. The model forecast correctly 15000 non-diabetic
people (true negatives) and 4810 diabetic people (true
positives) in the training confusion matrix. It gave
100 false positive results in which the non-diabetic
individuals were misclassified as diabetic and 90
false negatives in which the diabetic individuals were
misclassified as non-diabetic. Such statistics show
that the training data is doing very well with very few
misclassifications. The confusion matrix presented by
the test data further proves the efficiency of the model
and its capacity for generalization. It classifies 15836
instances as true positives, 4132 as true negatives, 14
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as false positives, and 18 as false negatives. Extremely
low error on both the training and test sets indicates
that the model is highly accurate and exhibits strong
generalization, with no apparent signs of overfitting.
On the whole, these confusion matrices demonstrate
that the diabetes risk prediction model was robust in
the classification of people with or without diabetes in
known and unknown data. Figure 5 shows the accuracy
and error loss of the test data of the diabetes risk
prediction dataset.

Comparative Analysis With Previous Research

Table 6 presents the detailed comparative analysis of
the proposed method with the other reported models.

Table 6: Comparative analysis of the proposed method
with other reported models.

Algorithms Accuracy Precision Recall s':);e AU-ROC
ANN # 79 77 78 78 0.87
SVM ™ 79 79 81 80 0.88
RES 78 78 79 78 0.86
RF ™ 88 87 88 87 0.94
XGB 88 88 89 88 0.92
AdaBoost ' 83 82 85 83 0.95
(XGB+RF) 1 90 88 89 95 0.95
WOA-XGBoost 98.7 99 99 9 098

(Proposed method)

From the above Table 6, it is observed that the Random
forest (RF) and XGBoost were the top-scoring amongst
the baseline models, with a high accuracy of 88% and
good F1-scores of 87% and 88%, respectively, compared
to the traditional models of Logistic Regression (LR),
Support Vector Machine (SVM) and Artificial Neural
Network (ANN) whose results stood at 78-79%. The
AdaBoost classifier achieved a balanced accuracy
of 83% and an AU-ROC of 0.95, the highest among
the single classifiers, indicating better discriminative
power. The combined XGB and RF model also
increased the precision-recall trade-offs, and the result
was 90% accuracy and a fantastic value of F1-score
at 95%. The suggested WOA-XGBoost model was
shown to perform better than other methods, achieving

98.7% precision, 99% recall, and 99% F1-score, and
an AU-ROC of 0.98. This illustrates the strength and
efficacy of both optimization and ensemble strategies
in producing better predictive capability and reliability
than individual models and standard ensemble methods.
Since the diabetes risk prediction dataset has not been
used in prior work, the performance of the proposed
model on this dataset cannot be compared with other
studies.

DISCUSSION

Impact of WOA on Hyperparameter Tuning

The testing of the given WOA-XGBoost model in two
datasets, including PIMA Indian Diabetes (low sample
size: 768 records) and Diabetes Risk Prediction (high
sample size: 100000 records), proves the scalability of
the hybrid approach and the high predictive potential of
the given approach. The Whale Optimization Algorithm
(WOA) was selected to identify optimal values for
essential hyperparameters of the XGBoost model,
including learning rate, maximum depth, subsample
ratio, colsample bytree, and the number of estimators.
Both the traditional grid search and the random search
methods can be costly in terms of computation and the
optimization of the parameters, especially when the
dataset is large. In comparison, the nature-based WOA
is adaptive in exploring the solution space to achieve the
convergence to almost optimal parameter values, while
maintaining the computational efficiency. This led to
better results — higher accuracy, lower loss values, and
less overfitting — than other baseline models.

Performance on Low vs. High Sample Datasets

One of the main contributions of this research is the
evaluation of the proposed method across datasets of
varying sizes. The WOA-XGBoost model achieved
test accuracy and test loss of 98.70% and 0.5143,
respectively, on the PIMA dataset (low sample size).
The confusion matrix (TP = 99; TN = 53; FP = 1; FN
= 1) reveals that the model misclassified two cases of
the 154 cases of the test set. Precision and recall values
are high (~99%), which is an indication of the model
being equally effective at reducing the false alarms
and false negatives. In the Diabetes Risk Prediction
dataset (large sample size), the model proved to be
highly scalable with the test loss of 0.2528 and a test
accuracy of 99.84%. However, the confusion matrix
(TP = 15836; TN = 4132; FP = 14; FN = 18) showed
that only 32 specimens out of 20000 were misclassified.
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These findings prove that the hybrid model is working
efficiently when it comes to the large and the small
datasets. Whereas most of the current machine learning
models either tend to overfit smaller datasets or face
issues of computational complexity on larger datasets,
the WOA-XGBoost model works well in balancing
the fulfillment of the previous by properly tuning
parameters to suit the nature of the data.

Analysis of Accuracy and Loss Curves

The accuracy and the loss plot of the two datasets
confirm the efficacy of the model. In the accuracy
curve, the significant rise in the accuracy is observed
in the first several rounds of the boosting algorithm.
Still, the accuracy reaches the constant level close to
the maximum. The loss curve drops sharply and levels
off at a low value, indicating successful convergence.
In the case of the PIMA dataset, the convergence can
be observed in the lower number of boosting operations
because the dataset is small. Still, in the case of the high-
sample dataset, the curves show steady performance by
overfitting across larger training epochs. Such behavior
shows that the parameter tuning based on the WOA
provides an optimal trade-off between bias and variance.

Confusion Matrix Insights

Considering both the datasets, the large amounts of
True Positives (TP) and True Negatives (TN) with the
lowest False Positives (FP) and False Negatives (FN)
confirm the high reliability of the model to be used in
real-time practice. Specifically, in medical diagnosis,
the low values of FN can be of great importance because
the detection of a positive case can be of devastating
significance. The low FP rate also means fewer false
alarms, which is advantageous for healthcare systems
that do not need additional rounds of follow-up tests or
treatment.

Future Research Recommendations

The proposed WOA-XGBoost model demonstrates
outstanding predictive accuracy and robustness, though
it offers numerous opportunities for future improvement.
The scope of the model can be expanded by adding
deep learning models, such as an LSTM architecture
or a CNN, to extract complex information from patient
medical records. Moreover, it might be possible to assess
the framework using real-time healthcare data streams,
which would allow predicting risks in the dynamic
environment and making timely interventions for
T2DM. Applying explainable Al (XAI) methods would

also be helpful, as it would increase the transparency
and interpretability of the predictions, which is critical
to clinical decision-making. Moreover, the comparison
to the other optimization algorithms, e.g., Grey Wolf
Optimizer, Harris Hawks Optimization, or a hybrid
metaheuristics, may potentially improve the parameter
tuning process and supplement the model performance.
Lastly, the generalizability of the suggested method to
broader clinical use might be enhanced by testing it
across a range of datasets and demographics.

Limitations of the Study

Although the WOA-XGBoost framework showed
a significant level of predictive accuracy, it was
developed and tested using structured data sets, which
are not as representative of many types of real world
clinical data that can have missing values, be noisy, or
contain inconsistencies. The PIMA data set was also
relatively small and may not adequately reflect the
genetic, lifestyle, and environmental factors of different
populations. Although hyperparameter optimization
(i.e., optimizing XGBoost parameters) improved
performance, the computational cost of WOA will
likely increase dramatically with large datasets or more
complex models. This study examined only how well
the WOA-XGBoost model could predict data using
a dataset and did not evaluate clinical relevance by
comparing it with real-time diagnostic methods. Thus,
additional studies are needed to determine the practical
utility of WOA-XGBoost for use with larger multi-
center data sets and in clinical settings.

CONCLUSION

This paper proposed a new hybrid prediction model, i.e.,
the combination of the Whale Optimization Algorithm
(WOA) and XGBoost, to improve the prediction of
T2DM. The WOA algorithm has been used to optimize
critical parameters of the XGBoost classifier, thereby
improving the model’s predictive performance. To
address the problem of class imbalance, SMOTE
preprocessing has been used, resulting in the balanced
datasets and minimizing the bias in relation to the
majority class. It was thoroughly tested on two sets of
data of varying size, i.e., a small-sample set (PIMA
Indian Diabetes, 768 records) where the model showed
98.70% test accuracy and test loss equal to 0.5143, and
a large-sample set (Diabetes Risk Prediction, 100000
records) where the proposed model displayed 99.84%
test accuracy and a test loss of 0.2528. The confusion
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matrices concerning the two datasets showed that the
false positive values and negative values were too low,
which indicates the strength, accuracy, and stability
of the model. Moreover, the accuracy and loss curves
showed fast convergence and a good trade-off between
bias and variance. Experimental results show that WOA-
XGBoost outperforms conventional machine learning
algorithms, making it one of the best-performing
methods across both small and large datasets.
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