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ESTIMATION OF OPTIMUM SAMPLE SIZE AND NUMBER OF
REPLICATIONS IN SPLIT-SPLIT PLOT DESIGN

Mb. SarruL IsLam?

Abstract

In field experiments, it is necessary to determine the optimum sample size as
well as optimum number of replications if researchers have to use sampling
techniques for collecting data from such experiments. Estimates of such
optimum sample size and number of replications has been determined for split-
split plot design minimizing the variance for a given cost of the experiment per
treatment.
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Introduction

Frequently it is not possible to measure yield and yield contributing
characteristics on the whole of each experimental unit. It may be desirable to
estimate the characteristics on a random sample basis. Kempthorne (1952)
showed the optimum sample size and number of replications in randomized
complete block design (RCBD) for equal sampling from each cell having
multiple observations. Islam et al. (2000) also showed the optimum sample size
and number of replications in RCBD with unequal observation per cell. Federer
(1963) and Islam (2001) has cited some example (optimum sample size was
found 5 & 9 in completely randomized design & split plot design). Usual four-
way classification in Split-Split Plot Design with more than one observation per
cell and equal variance are considered. Estimation of variance components are
obtained from analysis of variance technique. None has yet used for split-split
plot design to find out the optimum sample size and number of replications for
measuring yield and yield contributing characters from experimental fields.

The main objective of this study is to determine optimum sample size and
number of replications for measuring yield and yield contributing characters
based on equal sampling from each sub-sub plot of split-split plot design.
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Method

Sample size depends on the variability associated with variable and the cost of
reducing that variability. For such cases, it is necessary to choose optimum
sample size and number of replications. Estimation of optimum sample size and
number of replications are obtained by maximizing the information for a given
cost.

Suppose that we have an experiment in r replications, p main plots, q sub-
plots and s sub-sub plots and that the characteristic has been observed on a
random sample of n equal sampling units from each plot (sub-sub plot). The
observations may be denoted by Yijm, where k denotes the replications

(k=1,2,............. ,I); 1 denotes the number of main plots (i=1,2,.......... ,p); j denotes
the sub-plots (j=1,2,......... q); | denotes the sub-sub plots (1,2,......,s) and m
denotes the sampling unit (m= 1,2,........... ,n) and assume the following model:

Yigam = 1+ o+ & + Y +B; "‘(“ﬂ)ij ikt o +(0‘5),'1 + (55),7 + (aﬂé),-ﬂ + Eijig + Mijram
where W = the general mean

i = the effect of kth replication

oy = the main plot effect due to ith level of A

Y& = the main plot error

S, = the sub plot effect due to jth level of B

(ap);; = the interaction effect due to ith level of A and jth level of B
Y;« = the sub plot error

0, = the sub-sub plot effect due to Ith level of C

(ad); = the interaction effect due to ith level of A and Ith level of C
(p0); = the interaction effect due to jth level of B and Ith level of C

(affo); = the interaction effect due to ith level of A, jthlevel of B and  lth level
of C

& = the experimental (sub-sub plot) error
Niitm = the sampling error of the mth observation.

We suppose for the present purpose that the 7, 'S are normally and
independently distributed with variance o, the &' S are normally and
independently distributed with variance o7, y;' S are normally and
independently distributed with variance o2 and 7ix S are also normally and
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independently distributed with variance o . The errors Mijim» Eijka» Vi and y g are
independent since the sampling is done at random.

The least square estimates of parameters and errors are obtained as follows:

A=Y

@ =T e

,é;' =Yg Yo

Dk = Verk oo Yereren

(&A)IJ =Y m Vi = Yoyt Ve
Vit = Vickor—Viveoe—Yeukre Fernn.
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Total SS can be partitioned into component SS as follows:
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prnzj:Z(V.j-|-— Vo= Voo + Yo f + my. >

> (yij o= Vo= Vi Voo Yoot Yorp = yo.f +

|
"ZZ ZZ (yijkl- _S’ijk-- _S’ij*l +§z])z +Z ZZ ZZ (yijklm - S’ijkl-)z
ij ok i j ok I om

= Main plot SS + Sub plot SS + Error; SS + Replication SS + Interaction
(MPwSP) SS + Error, SS + Sub-Sub plot SS + Interaction (MP x SSP) SS +
Interaction (SP x SSP) SS + Interaction (MP x SPxSSP) SS + Experimental error
SS + Sampling error SS

=SS (A) + SS (B) + SS (Error), + SS (Rep) + SS(AxB) + SS(Error), + SS(C) +
SS(AxC) + SS (BxC) + SS(AxBxC) + SS (Experimental error) + SS (Sampling
error).

The degrees of freedom for different sum of squares are:

Sum of Squares | degrees of freedom
Total (pqrsn-1)
Replication (r-1)

Main plot (A) (p-D

Error-1 (- (p-D
Sub plot (B) (q-D)
Interaction (AXB) (p-D (q-D
Error-2 p(q-D)(r-D
Sub-sub plot (C) (s-D
Interaction (AxC) (p-D(s-D)
Interaction (BxC) (g-D(s-1)
Interaction (AXBxC) (p-D(g-D(s-D
Experimental error (Error-3) pq(s-Dr-1)
Sampling error pqrs(n-1)

The analysis of variance of table for the analysis on a sample basis is given

below:
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R, MP, E; SP, MPxSP, E,, SSP, MPxSSP, SPxSSP, MPxSPxSSP, E;, & S are the
mean squares of replication, main plot, error;, sub plot, MPxSP interaction,
error,, sub-sub plot, MPxSSP interaction, SPxSSP interaction, MPxSPxSSP
interaction, experimental error and sampling error, respectively.

Estimation
The component of variances : o°n, 6”¢, 0°b and o aare estimated as
6% =S,E, =n6% +6%,E, =N’ +n6%. + 6’ and E,
=QsnG’a +SNG% + NGl + 640
2 E3_S 62 :Ez_Es
n ns snq

..... =1

V(S =8 )=V (T = 7. 4) =V () + V(v
VG )=v(7.)+v(7.)+ V... )+Vv(7...,.)

(Where V(§...,.)= variance of treatment mean comes sub-sub plots (treatments),
formula cited from Kempthorne (1952) & Islam et al. (2000))

2 2 2
2 2 2 n(02+0 + o, )+O'
:U +62£+U +Un _ 40q b (4 n

pr pgr pqr npgr N npgr
2 2 2 2
A oA n(qa +0% +0 )+0
!
V(5 - dr)= 2% e J* O
npqgr

The estimated variacne of difference between two treatment (sub-sub plot) means
on a per sample basis will be proportional to

A 2 A2 A 2 A 2
n\go,” +op» +o,” )+ O E —FE, +s5s .. . -
( - - ) n BByt sh Similarly, the estimated variance of
npqr npqrs

treatment comparison with r’' replications, p’'main plot, ¢'sub plot and
~2 D2 A2
o n+n'(q'a atOp +0'e)

n'samples per plot will be proportional to

U

r'p'q'n
62n 6_2(,1 6-2b 626
+ +

[N U N

N +
rp'qn’ rpt plar rp'd
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[P [ [ [P

S E-E, E -E, E-S E-E, E -E, E, S [1 1}
+ + + = + +
r'p'q'n nsqr'p’  smp'q'r'  wnr'p'q’  sngp'r’  snp'q'r’ np'q'r’ r'p'q’

n' n

The relative information (RI) for r'replication, p' main plot, ¢'sub plot and

n'samples per plot over r replication, p main plot, q sub plot and n samples per
plot may then be estimated

1 1
RI = /
q'n'(El -E, )+ qn’(E2 - E3)+sqn’E3 +sqS(n—n") [ E — E; +sE; }
sqnr'p'q'n’' spqrn

B n’p'q'r’(E1 - E, +sEs)
- pr[n’q'(El - E2)+qn ’(Ez ) )+ n'gsEs +(n— n’)qu].
_ %r'p’q'r'(El—E3 +sE3)}/n’
[pr{n’q'(El - E2)+ qn'(E2 - E3)+n’qu3 +(n-n")Sgqs }}n’
plq!r’(El -E;+ SEs)
pr{q’(El -E, )"‘ q(Ez - E3)+ Sq(Es - S)}

and this is the maximum that can be achieved by increasing the number of sub
sampling units. It will often be uneconomical to increase the number of sub
sampling units i.e. n and it is necessary to consider the cost of the various
operations to determine optimum n.

As n’' —>0C, RI=

For the cost function, let us consider
C = pre-harvesting cost per plot
C, = harvesting and post-harvesting cost per sample

With r replications p main plots, q sub plots and n sample size per plot, the cost
of the experiment per treatment (sub-sub plot) is (rpqC+rpgnC,)=rpq(C+nC,)

The information on each treatment mean, assuming the variance components to
be known is
on+ n(qaza + 0% + o-zb)

We shall choose r, p, q and n to maximize the information in (1) for a given cost
per treatment Cy=rpq(C+nC,) )

C
m e —
From (2), r = pq(C+ nCn)
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Putting this value in equation (1), we get the information expressed in terms of
costs as

nC,

3)
(c +nCH){JZn +n(qo’a + 0% + Gze)}
Then maximization of (1) is equivalent to maximization of (3)
The reciprocal of (3) is given by
CLO{CZ% + Cnazn + C(qUZa + 0% + 0'26)+ nCn(qaza +0%b+ o )} 4)

Then the maximization of (3) is equivalent to the minimization (4)

Differentiating (4) with respect to n and equating to zero, we get

- Cr?-;n + Cn(q0'2a +0% + O'Ze): 0,
2 _ Co’
o Glac+ai+al)
which yields the optimum sample size as n,, = J - Co?, 2
,,(qoza + 0% +o e)

The optimum number of replication is obtained substituting the optimum value
C0
CC,o?
PA|C
(qo* atob+0o e)

N, Oof n in equation (2) I

opt) —

Concluding remarks

The optimum sample size as well as optimum number of replications depend on
unknown error variances o, o2, o7 and o.. Unbiased estimators of the error
variances are given from Table 1. Using such unbiased estimators of
o2, oo, o3 and o, estimates optimum sample size (ﬁ)and optimum number of
replications (7) can be obtained. The costs C and C, can be obtained from similar
experiments already conducted in real fields.
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