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Abstract 
 

In field experiments, it is necessary to determine the optimum sample size as 
well as optimum number of replications if researchers have to use sampling 
techniques for collecting data from such experiments. Estimates of such 
optimum sample size and number of replications has been determined for split-
split plot design minimizing the variance for a given cost of the experiment per 
treatment. 
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Introduction 

Frequently it is not possible to measure yield and yield contributing 
characteristics on the whole of each experimental unit. It may be desirable to 
estimate the characteristics on a random sample basis. Kempthorne (1952) 
showed the optimum sample size and number of replications in randomized 
complete block design (RCBD) for equal sampling from each cell having 
multiple observations. Islam et al. (2000) also showed the optimum sample size 
and number of replications in RCBD with unequal observation per cell. Federer 
(1963) and Islam (2001) has cited some example (optimum sample size was 
found 5 & 9 in completely randomized design & split plot design). Usual four-
way classification in Split-Split Plot Design with more than one observation per 
cell and equal variance are considered. Estimation of variance components are 
obtained from analysis of variance technique. None has yet used for split-split 
plot design to find out the optimum sample size and number of replications for 
measuring yield and yield contributing characters from experimental fields.  

The main objective of this study is to determine optimum sample size and 
number of replications for measuring yield and yield contributing characters 
based on equal sampling from each sub-sub plot of split-split plot design.  
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Method 

Sample size depends on the variability associated with variable and the cost of 
reducing that variability. For such cases, it is necessary to choose optimum 
sample size and number of replications. Estimation of optimum sample size and 
number of replications are obtained by maximizing the information for a given 
cost.  

Suppose that we have an experiment in r replications, p main plots, q sub-
plots and s sub-sub plots and that the characteristic has been observed on a 
random sample of n equal sampling units from each plot (sub-sub plot). The 
observations may be denoted by Yijklm, where k denotes the replications 
(k=1,2,.............,r); i denotes the number of main plots (i=1,2,..........,p); j denotes 
the sub-plots (j=1,2,.........q); l denotes the sub-sub plots (1,2,......,s) and m 
denotes the sampling unit (m= 1,2,...........,n) and assume the following model: 

Yijklm = µ + ρk + α i + γ ik + β j + αβ( )
ij

+ γ ijk + δl + αδ( )il + βδ( )
il

+ αβδ( )
ijl

+ ε ijkl + ηijklm

where  µ = the general mean  

 ρk = the effect of kth replication 

 αl = the main plot effect due to ith level of A 

 γik  = the main plot error 

 βj = the sub plot effect due to jth level of B  

 (αβ)ij = the interaction effect due to ith level of A and jth level of B 

 γijk = the sub plot error 

 δl = the sub-sub plot effect due to lth level of C  

 (αδ)il = the interaction effect due to ith level of A and lth level of C 

 (βδ)jl = the interaction effect due to jth level of B and lth level of C 

(αβδ)ijl = the interaction effect due to ith level of A, jth level of B and  lth level 
of C 

 εijkl = the experimental (sub-sub plot) error 

 ηijklm = the sampling error of the mth observation.  

We suppose for the present purpose that the ηijklm  'S are normally and 
independently distributed with variance σ n

2,  the ε ijkl ' S are normally and 
independently distributed with variance σe

2,  γ ik ' S are normally and 
independently distributed with variance σα

2  and γ ijk ' S are also normally and 
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independently distributed with variance σ b
2 . The errors ηijklm ,  ε ijkl ,  γ ik and  γ ijk  are 

independent since the sampling is done at random.  

The least square estimates of parameters and errors are obtained as follows:  

ˆ µ = y .....  

ˆ α i = y i .... −y ......  

ˆ β j = y . j ... −y ......  

ˆ ρ k = y ..k ..− y .......  

( ) .................ˆˆ yyyy jiijij +−−=βα  

ˆ γ ik = y i .k .. −y i .... −y ..k .. +y ......  

ˆ γ ijk = y ijk .. − y ij ... −y i .k .. +y i .... 

ˆ δ l = y ...l .− y .......  

ˆ α ̂  δ ( )
il

= y i ..l . − y i .... −y....l . +y...... 

ˆ β ˆ δ ( )
jl

= y .j .l . −y . j ...− y...l . +y...... 

ˆ α ̂  β ˆ δ ( )
ijl

= y ij .l . − y ij ... − y i ..l . − y .j .l . +y i ....+ y .j ...+ y ...l . − y ...... 

ˆ ε ijkl = y ijkl . −y ijk .. −y ij .l . + y ij ...  

ˆ η ijklm = yijklm − y ijkl .  

Total SS can be partitioned into component SS as follows: 

Total SS = yijklm − y ......( )2
= qrsn y i .... −y .....( )2 +

i
∑

m
∑

l
∑

k
∑

j
∑

i
∑  

( ) ( )

( )∑

∑ ∑∑
+−

++−−+−

j
j

i i k
kikik

yy                                                                                   

prsnyyyyqsnyypqsn

2

22

.........

...........................

( ) ( )∑∑ ∑∑∑ ++−−++−−
i j i j k

ikiijijkjiij yyyysnyyyyrsn 22 ...........................

 

pqrn y ...l .− y ......( )2 + sn y ijk .. −y ij ...− y i .k .. + y i ....( )2 +
k
∑

j
∑

i
∑

l
∑  
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n y ijkl . − y ijk .. − y ij .l .+ y ij ...( )2 +
l

∑
k
∑

j
∑

i
∑ yijklm − y ijkl .( )2

m
∑

l
∑

k
∑

j
∑

i
∑  

= Main plot SS + Sub plot SS + Error1 SS + Replication SS + Interaction 
(MP∞SP) SS + Error2 SS + Sub-Sub plot SS + Interaction (MP × SSP) SS + 
Interaction (SP × SSP) SS + Interaction (MP × SP×SSP) SS + Experimental error 
SS + Sampling error SS 

= SS (A) + SS (B) + SS (Error)1 + SS (Rep) + SS(A×B) + SS(Error)2 + SS(C) + 
SS(A×C) + SS (B×C) + SS(A×B×C) + SS (Experimental error) + SS (Sampling 
error).  

The degrees of freedom for different sum of squares are:  
Sum of Squares degrees of freedom 
Total (pqrsn-1) 
Replication (r-l) 
Main plot (A) (p-1) 
Error-1 (r-l) (p-l) 
Sub plot (B) (q-l) 

Interaction (A×B) (p-l) (q-l) 

Error-2 p(q-l)(r-l) 
Sub-sub plot (C) (s-l) 

Interaction (A×C) (p-l)(s-l) 

Interaction (B×C) (q-l)(s-l) 

Interaction (A×B×C) (p-l)(q-l)(s-l) 

Experimental error (Error-3) pq(s-l)r-l) 
Sampling error pqrs(n-l) 

The analysis of variance of table for the analysis on a sample basis is given 
below:  
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R, MP, E1 SP, MPxSP, E2, SSP, MPxSSP, SPxSSP, MPxSPxSSP, E3, & S are the 
mean squares of replication, main plot, error1, sub plot, MPxSP interaction, 
error2, sub-sub plot, MPxSSP interaction, SPxSSP interaction, MPxSPxSSP 
interaction, experimental error and sampling error, respectively. 

Estimation 

The component of variances :  σ 2
n, σ2

e, σ2
b and σ 2

a are estimated as  

n
2

e
2

b
2

a
2

n
2

e
2

b
2

2een

+n+sn+qsn=

 +n+sn=E ,nES

σσσσ
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1 Eand+==
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= σσσ  

Now 
l               yy
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lll

ll

′≠−=

−=

.........ˆ

.........ˆ
''δ

δ
 

( ) ( ) ( ) ( ).................ˆˆ ''
lllll yVyVlyyVV +=′−=− δδ  

V y ...l .( )= V γ ..( )+ V γ ...( )+ V e ...l( )+ V η ...l .( ) 

(Where V y ...l .( )= variance of treatment mean comes sub-sub plots (treatments), 
formula cited from Kempthorne (1952) & Islam et al. (2000)) 

=
σa

2

pr
+

σ2
b

pqr
+

σe
2

pqr
+

σn
2

npqr
=

n qσa
2 + σ2

b + σe
2( )+ σn

2

npqr
 

( ) ( )
npqr

qn
lV neba

l

2222

2ˆˆ σσσσ
δδ

+++
=′−  

The estimated variacne of difference between two treatment (sub-sub plot) means 
on a per sample basis will be proportional to 
n q ˆ σ a2 + ˆ σ 2b + ˆ σ e 2( )+ ˆ σ n2

npqr
=

El − E3 + sE3

npqrs
 Similarly, the estimated variance of 

treatment comparison with ′ r  replications, ′ p main plot, sub plot and ′ q 

′ n samples per plot will be proportional to 
ˆ σ 2n + ′ n ′ q ˆ σ 2a + ˆ σ 2b + ˆ σ 2e( )

′ r ′ p ′ q ′ n  

=
ˆ σ 2n

′ r ′ p ′ q ′ n 
+

ˆ σ 2 a

′ r ′ p 
+

ˆ σ 2 b

′ p ′ q ′ r 
+

ˆ σ 2e

′ r ′ p ′ q 
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=
S

′ r ′ p ′ q ′ n 
+

E1 − E2

nsq ′ r ′ p 
+

E2 − E3

sn ′ p ′ q ′ r 
+

E3 − S

n ′ r ′ p ′ q 
=

E1 − E2

snq ′ p ′ r 
+

E2 − E3

sn ′ p ′ q ′ r 
+

E2

n ′ p ′ q ′ r 
+

S

′ r ′ p ′ q 

1
′ n 
−

1
n

⎡ 
⎣ ⎢ 

⎤ 
⎦ ⎥ 

 

The relative information (RI) for ′ r replication, ′ p  main plot, ′ q sub plot and 
′ n samples per plot over r replication, p main plot, q sub plot and n samples per 

plot may then be estimated  

RI =
1

′ q ′ n E1 − E2( )+ q ′ n E2 − E3( )+ sq ′ n E3 + sqS n − ′ n ( )
sqn ′ r ′ p ′ q ′ n 

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ 

/
1

E1 − E3 + sE3

spqrn

⎡ 

⎣ ⎢ 
⎤ 

⎦ ⎥ 

 

=
′ n ′ p ′ q ′ r E1 − E3 + sEs( )

pr ′ n ′ q E1 − E2( )+ q ′ n E2 − E3( )+ ′ n qsE3 + n − ′ n ( )Sqs[ ].  

=
′ n ′ p ′ q ′ r E1 − E3 + sE3( ){ }/ ′ n 

pr ′ n ′ q E1 − E2( )+ q ′ n E2 − E3( )+ ′ n sqE3 + n − ′ n ( )Sqs{ }[ ]/ ′ n 
 

As 
( )

( ) ( ) ({ })SEsqEEqEEqpr
sEEErqp

= n 1

−+−+−′
+−′′′

→∝′
33221

33, RI  

and this is the maximum that can be achieved by increasing the number of sub 
sampling units. It will often be uneconomical to increase the number of sub 
sampling units i.e. n and it is necessary to consider the cost of the various 
operations to determine optimum n. 

For the cost function, let us consider 

C = pre-harvesting cost per plot 

Cn = harvesting and post-harvesting cost per sample 

With r replications p main plots, q sub plots and n sample size per plot, the cost 
of the experiment per treatment (sub-sub plot) is (rpqC+rpqnCn)=rpq(C+nCn) 

The information on each treatment mean, assuming the variance components to 
be known is  

pqrn

σ 2
n + n qσ2

a + σ2
e + σ 2

b( ) (1) 

We shall choose r, p, q and n to maximize the information in (1) for a given cost 
per treatment C0=rpq(C+nCn) (2) 

From (2), r =
C0

pq C + nCn( )  



410 ISLAM 

Putting this value in equation (1), we get the information expressed in terms of 
costs as  

nC0

C + nCn( ) σ2
n + n qσ 2

a + σ 2
b + σ2

e( ){ } (3) 

Then maximization of (1) is equivalent to maximization of (3) 

The reciprocal of (3) is given by  

1
C0

Cσ2n

n
+ Cnσ2

n + C qσ2
a + σ2

b + σ 2
e( )+ nCn qσ 2

a + σ2
b + σ2

e(⎧ 
⎨ 
⎩ 

⎫ 
⎬ 
⎭ 
)  (4) 

Then the maximization of (3) is equivalent to the minimization (4) 

Differentiating (4) with respect to n and equating to zero, we get  

( ) ,0222
2

2

=+++− eban
n qC

n
C σσσσ

 

or    
n2 =

Cσn
2

Cn qσa
2 + σb

2 + σ e
2( ),  

which yields the optimum sample size as n opt( ) =
Cσ 2

n

Cn qσ2
a + σ2

b + σ 2
e( )   

The optimum number of replication is obtained substituting the optimum value 

n(opt) of n in equation (2) ( )

( )⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

++
+

=

eba

nn

opt

q
CC

Cpq

C
r

222

2

0

σσσ
σ

 

Concluding remarks 

The optimum sample size as well as optimum number of replications depend on 
unknown error variances σn

2, σ e
2 , σb

2 and σa
2 . Unbiased estimators of the error 

variances are given from Table 1. Using such unbiased estimators of 
σn

2, σ e
2 , σb

2 and σa
2 , estimates optimum sample size ˆ n ( )and optimum number of 

replications ˆ r ( ) can be obtained. The costs C and Cn can be obtained from similar 
experiments already conducted in real fields.  
 

References 

Kempthorne, O. 1952. Design and analysis of experiment, John Wiley and Sons, Inc, 
New York, USA. 



ESTIMATION OF OPTIMUM SAMPLE SIZE   411 

Islam M. S., K. Sen and K. Rahim. 2000. Estimation of optimum sample size and 
number of replications in RCBD with unequal observation per cell. Dhaka 
University Journal of Science 48(1): 89-94. 

Islam, M. S. 2001. Statistical development of field plot technique for agronomic 
experiments. Unpublished Ph. D. thesis, Dhaka University, Dhaka, Bangladesh. 

Federer W. T. 1963. Experimental design. Theory and application, Oxford and IBH 
Publishing Co. New Delhi, India.  

 

 

 

 

  


	References

